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Abstract 

 

Determining rates of energy transfer across non-covalent contacts in a protein can provide 

information about dynamics of the contact at equilibrium. We investigate the relation between 

rates of energy transfer across polar contacts and contact dynamics for the WW domain, dominated 

by -strands, and compare with previous results for the helical villin headpiece subdomain, HP36. 

Overall, rates of energy transfer across hydrogen bonded contacts are found to be inversely 

proportional to the variance of the length of the contact. Due to the proportionality, change in 

dynamics of a non-covalent contact, and entropy associated with the dynamics, arising from 

change in state of the protein or mutation can be estimated from the measurement of change in the 

rate of energy transfer across the contact.  
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1. Introduction  

What can information about rates of energy transfer across non-covalent contacts in a 

protein tell us about the underlying energy landscape? Time-resolved vibrational spectroscopic 

studies are providing ever more insight into vibrational dynamics and energy flow in proteins [1-

7] and that information may provide insights into at least local features of the landscape. Rates of 

energy transfer across contacts between different chemical groups in proteins are not only related 

to protein structure but also to the dynamics of the protein. More specifically, the rate of energy 

transfer across a non-covalent contact depends both on the nature of the contact and fluctuations 

in its length [8-16]. The equilibrium fluctuations are determined by local regions of the energy 

landscape [17-19] that the molecule samples during the period of time, typically tens of 

picoseconds, the molecule is probed. We thus get a snapshot of how rigid or fluxional a protein is 

in the region of a non-covalent contact that is studied. If different states of the protein are probed, 

e.g., active and inactive [20, 21], or if different mutants are studied [22], differences in rates of 

energy transfer across non-covalent contacts provide information about differences in dynamics 

and entropy associated with the dynamics for different states or mutants. In this Article, we further 

examine connections between rates of vibrational energy transfer across non-covalent contacts in 

proteins and the dynamics of the contact. We focus on hydrogen bonded contacts and compare the 

relation between rates of energy transfer across hydrogen bonded contacts of -helices with 

hydrogen bonded contacts across -strands.  

In previous work we examined vibrational energy transfer across hydrogen bonds of -

helices, where a detailed study of the helical protein HP36 (Fig. 1) was carried out [9] to better 

understand contributions of polar and non-polar contacts in proteins to energy transport, both of 

which contribute to the overall anisotropic flow of energy in these molecules [23-37]. Energy flow 
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mediates rates of chemical reactions in proteins and other molecules [38-58]. The results of the 

HP36 study indicated a proportionality between rates of energy transfer across hydrogen-bonded 

contacts stabilizing -helices and the inverse of the variance of the length of the contact at 

equilibrium. The trends found for the -helices of HP36 have also been found for the -helices of 

other proteins, including two G-protein coupled receptors (GPCRs) [20, 21]. The proportionality 

between rates of vibrational energy transfer across hydrogen bonds and dynamics of the contact 

has been found to be different for some other hydrogen bonded contacts. It is therefore worthwhile 

investigating hydrogen bonds across -strands, to see how any trends compare with those for 

hydrogen bonds of -helices. We examine this relation for the WW domain (Fig. 2), a small protein 

with a large fraction of residues in -strands. 

 

 

Figure 1. (a) The location of polar contacts of the WW domain. Each contact is highlighted with a unique 

color code listed in Table 1. Note that green is used for Asn22, which is involved in 2 contacts. (b) The 

location of polar contacts of HP36, other than those that stabilize -helices. All contacts are backbone-

backbone, with the exception of Lys30-Leu35, which involves the Lys30 sidechain, shown in the figure. 
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We study vibrational energy transport in the WW domain by computing energy exchange 

networks (EENs) using an approach and program developed by Yamato and coworkers [59, 60] 

where energy currents between residue pairs are computed in terms of energy flux time correlation 

functions using data from MD simulations. The energy current between a residue pair is 

proportional to the rate of energy transfer between the residues. The computational approach 

developed by Yamato and coworkers generates values of energy currents between residues based 

on the results of equilibrium molecular dynamics (MD) simulations. The same simulation data can 

also be used to compute fluctuations in the length of hydrogen bonds at equilibrium, so that the 

corresponding energy current can be paired with the dynamics using the same trajectory and the 

results compared. We have carried out this analysis for small proteins, such as HP36 [9], and 

relatively large membrane-bound proteins, such as GPCRs [16, 20, 21]. For polar and non-polar 

contacts, we have found an inverse proportionality between energy currents, and thus rates of 

energy transfer, across the contact and the variance of the contact length. This relation also holds 

for contacts between protein and water [11, 61], which also contribute to energy transport [33, 34, 

62, 63]. The constant of proportionality for non-polar contacts is typically smaller than for polar 

contacts. One finds, however, some difference in rates of energy transfer across hydrogen bonds 

along an -helix and, in some cases, other hydrogen bonds [9]. Examining hydrogen bonds 

forming -strands is therefore worthwhile.   

 In Sec. 2.1 we summarize the computational methods used for the study of energy transfer 

across polar and non-polar contacts of the WW domain. In Sec. 2.2 we discuss from a theoretical 

perspective the relation between rates of energy transfer across non-covalent contacts and 

dynamics of the contact. In Section 3 we present and discuss results for the WW domain and 

compare with previous results reported for HP36. We conclude in Sec. 4.  
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2. Theoretical and computational methods 

   2.1. Computational methods  

We obtained the initial structure of the WW domain from the Protein Data Bank entry 

1E0M [64].  The structure was simulated using the AMBER ff14SB[65] forcefield in an octahedral 

box with a radius of 10 Å. The system was solvated using 3717 TIP3P[66] water molecules. All 

molecular dynamics simulations were performed using the AMBER16 MD[67] software package. 

Na+ and Cl– ions were added with a final concentration of 0.15 M NaCl. The system was energy 

minimized for 5000 steps using a force constant 50 (kcal mol−1)/Å2 in all protein atoms. The second 

minimization of 5,000 steps was performed by constraining the protein heavy atoms using the 

same force constant and relaxing the hydrogen atoms. Finally, the system was minimized for 

10,000 steps with a force constant of 2 (kcal mol−1)/Å2 in protein heavy atoms.  For the 

minimization, a non-bonded cutoff of 9 Å was employed for the particle-particle long-range 

interactions.  

The initial velocities of atoms corresponding to the Maxwell-Boltzmann distributions were 

generated with a starting temperature of 0.1 K and the system was heated up to 300 K for a ns. An 

additional ns heating was performed holding temperature at 300 K.  The Berendsen[68] thermostat 

was applied in the heating simulation under the canonical ensemble. The system was integrated 

every 2 fs. The SHAKE algorithm was applied to constrain the bonds containing hydrogens. 

Electrostatic interactions were accounted for under the particle mesh Ewald method [69]. 

The first equilibration simulation was performed for 2 ns under an isobaric-isothermal 

(NPT) ensemble with an integration time of 2 fs. A force constant of 2 (kcal mol−1)/Å2 was applied 

to the protein heavy atoms in the equilibrium simulations. The second equilibration simulation was 

performed for 2 ns under an NPT ensemble without any positional constraints on protein atoms. 
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The time constants for the thermostat and barostat were selected as 1 ps. Finally, a production 

simulation of 100 ns was performed under an NPT ensemble. In this simulation, we saved the 

trajectory files every 1 ns for the later microcanonical (NVE) simulations. We simulated a total of 

50 NVE simulations taking the trajectories from 51 to 100 ns. Each NVE simulation was allowed 

to evolve for 500 ps with an integration time of 0.5 fs. In the NVE simulations, the velocities of 

atoms were saved every 1 fs, and coordinates were saved every 5 fs. To reduce the energy drift in 

the NVE simulation, an Ewald sum tolerance of 10-7 was applied. 

Energy Exchange Networks, EENs, computed using the CUrrent calculation for Proteins 

(CURP) version 1.2.1 developed by Yamato and coworkers [59], are convenient for this study 

since rates of energy transfer and contact dynamics can be computed using the same trajectory. A 

total of 50 CURP calculations were performed and a statistical average was computed for each 

state to compute EENs. Details of the CURP program can be found in Ref. [59] and [8] and 

application to as HP36 is described in Ref. [9], and the same approach is used here. 

For the WW domain, the same criterion used in the prior study of HP36 [9] was adapted 

for the selection of hydrogen bonded polar contacts. A hydrogen bond is defined as A–H‧‧‧O, where 

A is either oxygen or nitrogen. The distance of H‧‧‧O is less than 2.8 Å and the angle AHO ≥ 150°. 

We only included the hydrogen bonds that meet the given criterion 99 % of the time. The variance 

in the length, r, of the hydrogen bond H‧‧‧O is computed as ⟨𝛿𝑟2⟩ = ⟨(𝑟 − ⟨𝑟⟩2)⟩ where ⟨𝑟⟩ is the 

average distance of H‧‧‧O within each microcanonical simulation, where G is computed.  
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2.2. Energy transfer across non-covalent contacts and relation to contact dynamics  

We consider the relation between the energy current, G, across a non-covalent contact, 

which is proportional to the rate of energy transfer, and the variance of the length of the contact, 

〈𝛿𝑟2〉−1.  We have argued [10, 61] and shown in earlier work [9, 11, 13] that for many polar and 

non-polar contacts they are related as 𝐺 ∝ 〈𝛿𝑟2〉−1.  Here we present a different argument to 

understanding this proportionality. 

We can picture the contact between chemical groups in the protein, which in turn are 

coupled to other chemical groups via a wide range of interactions, some covalent and other non-

covalent contacts. In the harmonic approximation we take all contacts to be represented by springs 

with force constants, Fj, as depicted schematically in Fig. 2(a). The non-covalent contact of interest 

is represented by a spring with force constant, f.  

 

Figure 2. Schematic plot of polar or non-polar contact, represented by thickened spring with force constant, 

f, and other nearby contacts. In (a) other chemical groups interact with contact via random forces, F1, F2, 

etc. In (b) the chemical groups in contact with force constant, f, are in turn in contact with other groups 

represented by force constant, F. 
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In the initial state, there is excess energy in one of the chemical groups at one end of the 

contact with force constant, f. The chemical group is effectively in a harmonic oscillator potential 

with force constant, f, subject to random forces from all the other oscillators in the system. This 

can be represented as an Ornstein-Uhlenbeck process [70]. In this case, we have a particle subject 

to a harmonic force with force constant, f, in a Brownian environment with friction coefficient, . 

The relaxation time, , for such a particle is  =  f [70]. This relaxation time, the time for the 

pulled spring to settle to equilibrium, is of the order of the time for the energy to travel to the 

chemical group to which the initially excited chemical group is interacting via the spring with force 

constant, f. The energy transfer time is thus comparable to  Since the equilibrium average of the 

variance of the length of the non-covalent contact, 〈𝛿𝑟2〉, is inversely proportional to the force 

constant, 〈𝛿𝑟2〉 =  𝑘𝐵𝑇/𝑓, where kB is Boltzmann’s constant and T is temperature, we find that the 

rate of energy transfer, w, across the non-covalent contact varies as 〈𝛿𝑟2〉−1 and is given by 𝑤 =

𝜏−1 = 𝑓𝜉−1 = 𝑘𝐵𝑇𝜉−1〈𝛿𝑟2〉−1, so that 𝑤 is proportional to 〈𝛿𝑟2〉−1. 

There is an interesting connection between this argument and a derivation by Stock [15] 

that also supports the proportionality between the rate of energy transfer across the non-covalent 

contact and 〈𝛿𝑟2〉−1.  That argument is based on the model depicted in Fig. 2(b). There the 

chemical groups forming the contact are bonded to other chemical groups by covalent bonds 

represented by spring constant F on each side, where F >> f. The energy transfer rate is then found 

to be approximately given by 𝑤 = 2𝑘𝐵𝑇𝜋−1𝐹−1/2〈𝛿𝑟2〉−1 [15]. This is analogous to the result 

above where the friction coefficient, , is understood to be related to the spring constants, F, 

between the chemical groups forming the contact and other chemical groups. 

There are useful consequences to the proportionality between rates of energy transfer 

across a contact, which can be measured [3, 6], and fluctuations in the length of the contact. When 
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the proportionality holds, we can estimate changes in dynamics of the contact and associated 

entropy if changes in rates of energy transfer during the transition from one state to another are 

measured. This can be seen as follows: At fixed temperature the change in entropy, S = S2 – S1, 

associated with change in dynamics of the non-covalent contact going from state 1 to 2, with 

change in force constant from f1 to f2 is Δ𝑆 =
𝑘𝐵

2
ln (

𝑓1

𝑓2
)  in harmonic approximation.  If G1 and G2 

are proportional to the rate of energy transfer across a non-covalent contact in state 1 and state 2, 

respectively, then the change in entropy upon activation associated with a change in the dynamics 

of the contact is given by[10, 61, 71] Δ𝑆 =
𝑘𝐵

2
ln (

𝐺1

𝐺2
).    

 

3. Results and Discussion 

 In an earlier study we determined for the hydrogen bonded contacts of HP36 the variation 

of G with 〈𝛿𝑟2〉−1. Those results, which were smoothed for clarity as described in Ref. [9], are 

plotted in Fig. 3. Results for the WW domain are also smoothed for clarity as in Ref. [9]. The 

hydrogen bonds along the -helices of HP36, indicated in Fig. 1, are plotted in magenta. Data for 

other hydrogen bonds, not those stabilizing the -helices, are plotted in blue. Almost all the data 

plotted in blue correspond to the Lys30-Leu35 contact, formed between the side chain of Lys30 

and backbone of Leu35 [9]. Linear fits to the data are also indicated in Fig. 3. We find for the 

points plotted in magenta a fit of G = 0.019⟨δr2⟩−1 + 9.5, (R2 value of 0.96). For the points plotted 

in blue we find G = 0.0048⟨δr2⟩−1 + 7.3, (R2, 0.77).  

 In subsequent studies, we have found that for hydrogen bonds stabilizing -helices of other 

proteins, including transmembrane proteins 2 adrenergic receptor and GLP1, both G-protein 
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coupled receptors (GPCRs), the proportionality between G and ⟨δr2⟩−1 is close to what we have 

found for the hydrogen bonds along the helices of HP36 [20, 21]. There appears to be a universality 

for hydrogen bonds stabilizing -helices. That is not necessarily the case for other hydrogen 

bonded contacts. For the side chain-backbone contact represented by the data plotted in blue in 

Fig. 3, the proportionality is different. 

 

 

 

 

 

 

 

 

 

 

Figure 3.  G vs ⟨δr2⟩−1 hydrogen bonds of HP36 (magenta and blue) and the WW domain (orange and cyan). 

Data for HP36 are taken from Ref. [9]. Results plotted in magenta correspond to hydrogen bonds along -

helices. Data plotted in blue correspond to other hydrogen bonds of HP36 (see text).  Linear fits plotted 

through the data are as follows: magenta: G = 0.019⟨δr2⟩−1 + 9.5, (R2 is 0.96); orange: G = 0.013⟨δr2⟩−1 + 

1.9, (R2 is 0.94); blue: G = 0.0048⟨δr2⟩−1 + 7.3, (R2 is 0.77); cyan: G = 0.0032⟨δr2⟩−1 + 0.5, (R2 is 0.76). 

 

We turn now to the results for the WW domain. The data for WW domain, shown in orange 

and cyan, break into two linear trends. Data for most of the contacts, listed in Table 1, are plotted 

in orange, where a linear fit gives G = 0.013⟨δr2⟩−1 + 1.9, (R2, 0.94). All contacts are backbone-

backbone and represent contacts between different structural elements, including contacts between 

two -strands, two loops and a -strand with a turn, as well as a loop and coil. Despite the wide 
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range of structural elements linked by these backbone-backbone hydrogen bonded contacts, the 

variation in the rate of energy transfer as a function of fluctuation in the length of the contact is 

similar. The constant of proportionality between the rate of energy transfer and the inverse of the 

variance of the length of the contact is about 2/3 the value for hydrogen bonds stabilizing -helices. 

For two of the contacts, both hydrogen bonds between −strands, the constant of 

proportionality is smaller; a linear fit to the data yields, G = 0.0032⟨δr2⟩−1 + 0.5, (R2, 0.76). While 

they follow the expected proportionality between G and ⟨δr2⟩−1, it is unclear why the two contacts 

exhibit relatively small G for a given ⟨δr2⟩−1 compared to the others. Nevertheless, the main utility 

of the proportionality between G and ⟨δr2⟩−1 is not so much the specific constant of proportionality 

but instead that G and ⟨δr2⟩−1 are proportional, as that can be used to identify changes in dynamics 

and entropy associated with dynamics upon change of state or mutation, as discussed below.  

 

Table 1: List of WW domain hydrogen bonded contacts, all backbone-backbone. Color of the contact in Fig. 

1 is indicated as is (in parenthesis) the color of data plotted for the contact in Fig. 3. Structural elements containing 

residues forming the contact are also listed. 

 

Residue i Residue j Color in Fig. 1 

(Color in Fig. 3) 

Structural elements 

containing residues 

GLY7 HIE23 orange (orange) loop-loop 

ASP9 TYR21 black (cyan) beta-beta 

TYR11 TYR19 magenta (orange) beta-beta 

THR13 LYS17 red (orange) loop-loop 

TYR20 THR29 blue (orange) beta-beta 

ASN22 THR27 cyan (cyan) beta-beta 

ASN22 LYS26 green (orange) beta-turn 

PRO33 SER37 violet (orange) loop-coil 
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We note that for all results for hydrogen bonded contacts plotted in Fig. 3, values of G for 

a given ⟨δr2⟩−1 are substantially larger than for non-polar contacts. We have found a linear variation 

of G = 0.0020⟨δr2⟩−1 for van der Waals contacts of HP36 [9], and similar trends for van der Waals 

contacts of two GPCRs [20, 21].  

Change of state of a protein, e.g., by binding a ligand, can lead to change in dynamics of 

the protein, which contributes thermodynamically to the transition between states [71-73]. We 

have examined changes in G and changes in ⟨δr2⟩−1 of contacts of two GPCRs for the transition 

from inactive to active state [20, 21]. Change in G can occur when a contact breaks due to local 

structural changes. However, we also find contacts that remain intact during activation and G 

changes due to change in dynamics of the contact [21]. One example is shown in Fig. 4 for a 

backbone-sidechain hydrogen bonded contact between Thr136 and Tyr171 of 2 adrenergic 

receptor.  

 

 

Figure 4. Polar contact Thr136-Tyr171 (blue) of β2 adrenergic receptor in active (a) and inactive (b) states. 

The nearby contact Pro140-Ala174 is shown in green; the average minimum distance is smaller in the active 

state than inactive, restricting the motion of Thr136-Tyr171 in the active compared to inactive state. The 

average minimum distance between Pro140-Ala174 computed for each state is indicated (in Å). 



13 
 

 

Thr136-Tyr171 exhibits a relatively large change in dynamics between active and inactive 

states of 2 adrenergic receptor, and, using Eq. (1), a correspondingly large entropy change, ΔS. 

We have found the ratio of G in the active to inactive state to be an unusually large 290, yielding 

ΔS ≈ -21 J mol-1 K-1 for the transition from inactive to active state [21]. This ΔS, associated with 

change in dynamics of the contact, can be seen as a change in the spring constant associated with 

the contact during change in state. The change in spring constant occurs because of shifts in the 

average position of nearby residues, yielding a tighter contact in the active state. This is illustrated 

by snapshots of this contact for active and inactive states in Fig. 4(a) and 4(b), respectively, which 

reveal different packing around the contact by nearby residues in each state. The average minimum 

distance between the nearby residues Pro140 and Ala174, indicated in the figure, is computed to 

be 6.0 Å and 8.2 Å, respectively, in the active and inactive states [21]. The proximity of Pro140 

and Ala174 in the active state restricts the motion of Tyr171, resulting in a tighter contact with 

Thr136 and on average larger G in the active state compared to the inactive state.  

 

 

4. Conclusions 

We have examined the relation between rates of energy transfer across hydrogen bonded 

contacts and fluctuations in the length of the contact. We have focused on hydrogen bonded 

contacts along -helices, between -strands, and hydrogen bonds between less structured regions. 

In previous work we had identified what appears to be a universal proportionality between rates 

of energy transfer across hydrogen bonds that stabilize -helices and fluctuations in the length of 

the bond [9]. That work focused on HP36, and the same proportionality has been since found for 
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transmembrane helices of two GPCRs [20, 21]. In this work, we have examined the same relation 

for hydrogen bonded contacts of the WW domain, where most stabilize contacts between -

strands.  

For this computational study we obtain the energy current between residue-residue pairs 

using the CURP program developed by Yamato and coworkers [59], where the energy current is 

obtained from equilibrium MD simulations. The same trajectories can then be used to obtain 

information about fluctuations in the length of the contact and can be paired with the results for 

the energy current. For most of the hydrogen bonded contacts of the WW domain we find that the 

proportionality between the rate of energy transfer and the inverse of the variance of the length of 

the contact is somewhat smaller than the constant of proportionality we previously found for the 

hydrogen bonds that stabilize -helices.  

Rates of energy transfer across non-covalent contacts in proteins are currently being 

measured by time-resolved Raman and IR spectroscopy [1-7, 74, 75]. By relating rates of energy 

transfer to contact dynamics, measurement of energy transfer rates across non-covalent contacts 

for different states of a protein, or for different mutants, can be interpreted in terms of changes in 

dynamics and associated entropy. To estimate changes in dynamics and entropy associated with 

the dynamics it is important that the rate of energy transfer across a contact that is measured be 

proportional to the inverse of the variance of the length of the contact. We have seen this relation 

to hold for all the hydrogen bonds of the WW domain examined here, and for hydrogen bonds of 

a variety of other globular and membrane bound proteins in past studies [9-11, 13, 16, 20, 21, 61, 

71]. Using this relation, measurement of rates of energy transfer across non-covalent contacts 

before and after a change of state of a protein or a mutation can be used to provide information 
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about local features of the underlying energy landscape, indicating more rigid or flexible motion 

when there is a change of state or mutation. 

We have seen that the constant of proportionality between rates of energy transfer across a 

non-covalent contact and the inverse of the variance of contact length need not be the same for 

different hydrogen bonded contacts. We have discussed here a theory in which the constant of 

proportionality is expressed in terms of a spring constant between the chemical groups that are in 

contact and an effective friction coefficient due to interactions with the rest of the protein and its 

surroundings. It will be of interest in future work to provide a means to predict the constant of 

proportionality for a particular contact.  
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