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Abstract  

Emerging technologies for greenhouse-gas mitigation have assumed growing 

importance due to the imminent threat of climate change. The American Clean Energy 

Security Act and the American Power Act project that about 30% of fossil-fuel-based 

electricity generation to come from power plants with carbon capture and sequestration 

(CCS) by 2040, rising to approximately 59% by 2050. Chemical looping combustion (CLC) 

is one of the most promising cost-effective technologies that can be retrofitted onto 

existing power plants for CCS. The main drawback attributed to CLC is a very low 

confidence level as a consequence of the lack of maturity of the technology. Use of 

computational fluid dynamics (CFD) has the potential to boost the development and 

implementation of commercial-scale CLC units. This dissertation focuses on designing a 

novel semi-batch CLC unit using fluidized-bed reactors and modeling the hydrodynamics 

of fluidized bed reactors with use of CFD. The National Energy Technology Laboratory‘s 

(NETL, USA) open-source code MFIX is used in this study as flow solver for CFD 

models. 

 

In this dissertation, a conceptual design is developed that leads to fabrication of 

a 100-kWth semi-batch CLC prototype unit by ZERE Energy and Biofuels, Inc. San 

Jose, California. The hydrodynamics of the prototype unit are extensively studied using 

mathematical modeling and CFD. A multi-stage numerical model has been developed to 

investigate the behavior of a fuel reactor used in CLC unit. To predict the behavior of 

mass transfer in the CLC reactor, a combination of perturbation theory and semi-
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empirical correlation is suggested.  

 

Much of the work presented in this dissertation is focused on improving the 

ability to use CFD for process development. The grid size used in numerical simulations 

should be sufficiently small so that the meso-scale structures prevailing in the gas-

fluidized beds can be captured explicitly. This restricts CFD in studying industrial-scale 

fluidized bed reactors. Thus, a generalized grid size that is sufficient to obtain a grid-

independent solution of two-fluid CFD model is suggested in this study. In order to fully 

understand the complex interaction between fluid phases of CFD models, a 3-D face-

masking algorithm is developed and applied to assist post-processing CFD results for 

identification and tracking of gas bubbles in a fluidized bed. Finally, the hydrodynamics 

of multiphase flow reactor at high-temperature is investigated through the particle-

particle restitution coefficient in numerical simulations. In conclusion, findings of this 

dissertation will be useful for scale-up, design, or process optimization for reliable 

commercial CLC plants reducing economic risk, and potentially allowing for rapid scale-

up. 
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 CHAPTER 1 

 Introduction 

1.1 Global climate change and CO2 mitigation 

Climate change is obvious now globally. The Intergovernmental Panel on Climate 

Change (IPCC) and the NASA Goddard Institute for Space Studies [1] reported that the 

average surface temperature of the earth has increased during the twentieth century by 

about 0.6° ± 0.2°C. ―Human influence on the climate is clear‖ and human activities—

primarily the burning of fossil fuels for energy production—have increased the 

greenhouse gas (GHG) content of the earth‘s atmosphere significantly over the same 

period [2]. This finding is supported by the detection of land and sea temperature rise, the 

changes in global water cycle, the reductions in snow and ice, sea-level rise, and the 

changes in climate extremes [3]. The climate researchers agree that carbon dioxide (CO2) 

is one of the most important greenhouse gases because it traps heat near the planet‘s 

surface. It represents about 75% of the global anthropogenic GHG and it has a high 

residence time in the atmosphere [3].  

NOAA‘s Mauna Loa Observatory [4] lab records a gradual increase of global GHG from 

a pre-industrial value of about 280 ppm to 400 ppm in 2016, as shown in Figure 1- 1. The 

climate researchers and the nations that participated in 1997 Kyoto Protocol [5] have 

suggested limiting the global CO2 concentration to 450 ppm in order to avoid the most 

catastrophic changes on Earth.  To achieve this goal, it is provisioned for a mean 
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reduction in the GHG emissions of the developed countries of 5.2% over the period 

2008-2012 compared to 1990 levels.  

 

Figure 1- 1. Atmospheric carbon dioxide at Mauna Loa Observatory, Hawai‗i, 1958-

2016. NOAA-ESRL, 2016 [4]. In the above figure, the red line represents the yearly 

mean values, centered on the middle of each month. The black line represents the same, 

after correction for the average seasonal cycle. 

According to IPCC assessment report on CO2 emission from 1970 to 2010 [2], 

fossil fuel combustion and industrial processes contributed about 78% increase of the 

total GHG emissions. However, dependency on fossil fuel is likely inescapable as the 

U.S. Energy Information Administration‘s (EIA) has predicted that 78% of energy from 

fossil sources -gas, oil and coal will still satisfy the demand during the first part of the 

21
st
 century [6]. Even though consumption of renewable fuels – wind, solar, geothermal, 
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hydro, biomass – is expected to rise faster than consumption of fossil fuels, these energy 

sources will not yet be ready to be substituted massively in the near future.  

Therefore, the reduction of GHG emissions from combustion and industrial 

processes is urgently needed to maintain a sustainable economic development as well as 

to avoid catastrophic climate change impact. The IPCC special report on GHG reduction 

[7] recognized several technological alternatives and advocated for the development of 

chemical or physical technologies for carbon capture and storage (CCS). The U.S. 

Interagency Task Force on CCS [8] reported that CCS technology can play a major role in 

reducing GHG emissions globally. Independent analysis made by the IPCC [7]  and IEA 

[9] suggested that CCS technology could substantially reduce CO2 emission by 15–55% 

through a cumulative mitigation effort worldwide by 2100. However, widespread cost-

effective deployment of CCS will occur only if the technology is commercially available at 

economically competitive prices. 

1.2 Carbon capture and storage (CCS) 

The CCS technology involves three-step process that includes (1) the capture of 

CO2 produced at large energy and industrial plants, (2) compressing it for transportation, 

and (3) injecting it into receptive geologic formations on land or at sea where it is stored 

permanently. CCS would thus allow fossil fuels to be used with low emissions of 

greenhouse gases. An excellent overview of the CCS processes is laid out in IPCC 

Special Report on Carbon Dioxide Capture and Storage [7]. Figure 1- 2 illustrates the 

three main components of the CCS process: capture, transport and storage. 
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Figure 1- 2. Carbon capture and storage (CCS) systems showing carbon sources for 

which CCS might work and showing transport and storage options. This figure is adopted 

from IPCC, 2005 [7]. 

Technologies exist for all three components of CCS, but they have not yet been 

deployed at the scale necessary to help achieve GHG reduction targets. For CCS to 

achieve the estimated economic and environmental potential, several hundreds to 

thousands of CO2 capture systems would need to be installed over the coming century, 

each capturing 1–5 MtCO2 per year [10]. It is the most promising technology that is 

compatible with the most current energy infrastructures that exists around the world. 

The U.S. Interagency Task Force on CCS [8] estimated the cost of current 

technology for CCS in energy and industrial plants ranges between $60 and $114 per ton 

of CO2 avoided
 
depending on the plant type. Approximately 70–90% of that cost is 
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associated with capture and compression [11]. Thus, the successful development of 

advanced CO2 capture technologies is critical for maintaining the cost-effectiveness of 

fossil fuel-based power and production industries and to achieve the future goal of global 

GHG emissions reduction. 

1.2.1 Current status of carbon capture technologies  

The identified technologies for carbon capture can be divided into three main categories: 

(i) post-combustion capture; (ii) pre-combustion capture; and (iii) oxy-fuel combustion 

capture.  Toftegaard et al. [12] compiled an excellent review on the current status of these 

technologies. Figure 1- 3 shows the main operations concerned with the post-, pre-, and 

oxy-fuel combustion technologies. 

 

Figure 1- 3. Possible, overall plant configurations for the three main categories of carbon 

capture technologies [12]. 
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1.2.2 Post-combustion capture 

Post-combustion refers capturing of CO
2 
from combustion flue gases prior to 

discharge to the atmosphere. It is primarily applicable to conventional pulverized coal 

(PC)-fired power plants [13]. Post-combustion capture is achieved through chemical or 

physical absorption process.  

Glycol dimethylethers (Selexol) and propylene carbonate are the most common 

physical absorption solvents used for post-combustion capture. In chemical absorption 

systems, initially, a liquid scrubber absorbs CO2 from the flue gas and later a desorber 

separates the absorption liquid and CO2. Commercially available aqueous alkaline 

solvent such as monoethanolamine (MEA), chilled ammonia, activated methyl 

diethanolamine (aMDEA) or hot potassium carbonate solutions can be used. The 

chemical absorption process is undoubtedly the most applied technique for CO2 capture 

in post-combustion processes [14].  

1.2.3 Pre-combustion capture 

In pre-combustion capture, CO2 is removed from fossil fuels before combustion. 

Typically, this is conducted in integrated gasification combined cycle (IGCC) power 

plants where fuel such as coal is partially oxidized in steam and oxygen/air under high 

temperature and pressure to form synthesis gas. Applying the water-gas shift reaction that 

converts CO and water (H2O) to H2 and CO2, a concentrated CO2-rich gas mixture is 

produced that allows for easier removal before the H2 is combusted [12, 15, 16]. Due to 

the high concentration of CO2, pre-combustion capture typically is more efficient but the 
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capital costs of the base gasification process are often more expensive than traditional 

pulverized-coal power plants [12]. 

1.2.4 Oxy-fuel combustion 

In oxy-fuel combustion process, fuel is combusted in pure oxygen rather than air, 

generating a flue gas that contains mainly water vapor and CO2, thereby, allowing 

efficient separation of CO2. However, implementation of the oxy-fuel combustion 

technology in existing pulverized-coal fired power plants demands substantial 

modification of the existing plant configuration compared to the post-combustion 

absorption processes. This is mainly due to the fact that the combustion chemistry is 

altered by substituting recycled flue gas (mainly CO2 and water) for nitrogen in the 

oxidizer [12]. The greatest drawback of this process is the separation of oxygen from air 

that imposes a very large energy penalty on the plant [17]. The estimated efficiency 

reduction in a coal gasification unit is 6-9% and in a natural gas unit is 5-12% [18]. 

1.2.5 Emerging carbon capture technologies 

In addition to the capture technologies discussed above, emerging technologies 

such as chemical-looping combustion (CLC), advanced membrane separation, ionic 

liquids, metal organic frameworks, carbonation–calcination cycles, enzyme-based 

systems are showing greater possibility in reducing the cost of power generation and the 

energy penalty concerned with carbon capture. Broad overviews of these technologies 

and their current state of development are summarized in several articles [19-21]. Among 

these emerging technologies, the CLC process is suggested one of the best alternatives to 
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reduce the economic cost of CO2 capture [22]. Moreover, the special report on Carbon 

Dioxide Capture and Storage (IPCC) identified CLC as one of the cheapest technologies 

for CO2 capture [7]. However, the main drawback attributed to CLC is a very low 

confidence level as a consequence of the lack of maturity of the technology. 

1.3 Chemical-Looping Combustion 

CLC is an indirect combustion system using of a metallic-oxide as oxygen 

transferring medium from air to the fuel avoiding the direct contact between them [23].  

 

Figure 1- 4. A simplified schematic representation of the chemical-looping combustion 

process. 

Commonly, two fluidized bed reactors are used in the CLC process, designated as air 

and fuel reactors, as shown in Figure 1- 4 [23]. Fuel is burned or oxidized in the fuel 

reactor by the metallic-oxide and it is reduced to metal. The reduced oxygen carrier is 

transferred into the air reactor where it is re-oxidized with air, and the material 
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regenerated is ready to start a new cycle. The flue gas leaving the air reactor contains N2 

and un-reacted O2 [23]. The exit gas from the fuel reactor contains only CO2 and H2O. 

After water condensation, almost pure CO2 can be obtained with minimal energy loss and 

at a low cost [24]. Table 1- 1 shows a brief summary of the CLC plants that are under-

going operation around the world. 

Table 1- 1. Overview of existing chemical looping combustion plant status. Data from  

[25, 26].  

Location Unit, kW Oxide tested  Time, h Fuel Year 

Chalmers, 

Sweden 
10 NiO, Fe2O3 1350 NG 2004 

KIER, S 

Korea 
50 NiO, CoO 28 NG 2004 

CSIC, Spain 10 CuO, NiO 140 NG 2006 

Chalmers, 

Sweden 
0.3 

NiO, Mn₃O₄, 

Fe₂O₃, 

ilmenite  

730 
NG + 

Syngas 
2006 

Chalmers, 

Sweden 

10  

(solid fuel) 
ilmenite 90 

Coal, 

Pet coke 
2008 

CSIC, Spain 5.0  NiO, CuO 660 NG 2009 

KAIST, S 

Korea 
1.0 NiO + Fe2O3 ? CH₄ 2009 

Vienna U.T., 

Austria 
140 ilmenite, NiO 390 

NG, 

CO, H₂ 
2009 

Alstom,  

Connecticut, 

USA 

15 Nio 100 NG 2009 

Nanjing, 

China 

10  

(solid fuel) 
NiO, Fe2O3 230 

Coal, 

Biomass 
2009 

KIER, S 

Korea 
50 NiO, CoO 300 

NG + 

Syngas 
2010 

Nanjing, 

China 

1.0  

(solid fuel) 
Fe₂O₃ (ore) 10 Coal 2010 

Darmstadt, 

Germany 
1000 ilmenite 

Operational, 

2011 
Coal 2011 

Alstom,  

Connecticut, 

USA 

3000 CaSO4 
Operational, 

2011 
Coal 2011 
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1.4 Fluidized bed reactor  

Fluidized beds are one of the most applied technologies in petroleum, chemical 

and energy industries, which involve highly complex multiphase flow phenomena [27]. 

The popularity of fluidized bed combustion is due largely to the technology's fuel 

flexibility. Almost any combustible material, from coal to municipal waste, can be 

burned, extremely high surface area contact between fluid and solid per unit bed volume, 

high levels of solid mixing, and frequent particle-particle and particle-wall collisions are 

a few of the technology‘s positive characteristics. A comprehensive overview on different 

configuration of fluidized bed reactors and their application is given by Kunii and 

Levenspiel [28]. Despite the widespread application and advantages, much of the 

development and design of fluidized bed reactors has been empirical due to the complex 

flow behavior of gas–solid systems. The performance of a fluidized bed is significantly 

influenced by gas-solid distribution, facilitating rapid solids mixing, impacting reaction 

rates, product selectivity, mass transfer, heat transfer rates to immersed surfaces, and 

elutriation of particles from the bed [29].
 
Therefore, a sound understanding of the 

mechanisms governing the complex flow phenomena involved in a fluidized bed still 

remains an open technical and scientific issue. 

1.5 Computational fluid dynamics  

It is evident that fluidized bed reactors are part of many energy conversion and 

chemical processing units. For fluidized beds used in CLC application in carbon capture, 

process parameters such as oxygen-carrier particle attrition, agglomeration, sintering, and 

corresponding loss of combustion efficiency are critical for the successful 
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implementation of this process. The efficiency of the interconnected fluidized bed CLC 

process depends largely on the minimization of gas leakage between the two reactors.  

Clearly, the successful operation and performance of fluidized bed reactors are 

greatly influenced by the hydrodynamics, mass transfer, heat transfer, reaction kinetics, 

solid mixing, elutriation, and solid catalyst activity. Traditionally, fluidized bed reactors 

are designed and scaled-up based on the results from bench-scale batch reactors or 

continuous pilot-scale units. Although many processes have been successfully scaled-up 

in this manner, some notable failures have occurred [27, 30, 31] due to the flow patterns 

that are difficult, expensive, or impossible to study using traditional experimental 

techniques. Also, in some cases the laboratory-scale units exhibit different hydrodynamic 

behavior than do the large-scale units, and intermediate pilot-scale units are expensive to 

build and operate [32].  

The first principle-based computational fluid dynamics (CFD) models derived 

from the fundamental laws of mass, momentum, energy, and species conservation have 

the potential to bridge the data gaps in the results of bench- or pilot-scale experiments 

and, thereby, to aid in the design of large-scale industrial reactors. CFD models are 

capable of describing chemical reactions as well as mass and heat transfer in dense or 

dilute gas-solids multiphase flows. They are capable of intrinsically capturing the 

complex hydrodynamic behavior of gas-solid in fluidized bed reactors. CFD can also 

provide insight useful for scale-up, design, or process optimization for reliable 

commercial plants reducing economic risk, and potentially allowing for rapid scale-up 
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[33-36]. In fact, CFD can allow for virtual experimental ―measurement‖ that cannot be 

done in the physical world easily, or at all. 

Hydrodynamic models have been developed and applied to describe fluidization 

since the early 60's [37-40]. Advances in the theory and the availability of fast, affordable 

computing power have facilitated solving these equations numerically. 

CFD models used to describe the gas-solid fluidization systems are categorized in 

two groups: 

- Eulerian - Lagrangian models or discrete element models (DEM)  

- Eulerian - Eulerian models or two-fluid models  

The Eulerian-Lagrangian models [41, 42] that consider fluids  as continua and solid as 

discrete particles  provides a direct physical interpretation of the fluid-particle, particle-

particle, and particle-wall interactions, but the computational demand rises strongly with 

the number of tracked particles. So, the application of models based on the DEM 

approach is still limited to small-scale systems.  The Eulerian- Eulerian models treat the 

particle phase as a continuum and average out motion on the scale of individual particles, 

which enables the model gas-solid fluidized beds of realistic size [35, 43 44]. A detailed 

description of this model is given in the following section. 

1.5.1 Eulerian-Eulerian Two-Fluid Model 

In the formulation of the two-fluid model (TFM) hydrodynamics, both the fluid 

and the solid phases are treated as interpenetrating continua. All the particles are 
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considered to be identical, characterized by an effective diameter and identical material 

properties [32]. Thus, the conservation of mass, momentum, and energy can be preserved 

for each of the phase to formulate the partial differential equations that can be 

analytically or numerically solved for the field properties. 

First Anderson and Jackson [37], and later Ishii [45] proposed the governing 

equations using a formal mathematical definition of local mean variables to translate the 

point Navier-Stokes equations for the fluid and the Newton‘s equation of motion for a 

single particle directly into continuum equations representing momentum balances for the 

fluid and solid phases [46].  

The continuity equations for the gas and solid phase are defined as 
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*
 

  
           

 

   
           +  

 

   
(   

    

   
)          (7) 

*
 

  
           

 

   
           +  

 

   
(   

    

   
)          (8) 

The point variables are averaged over regions that are large with respect to the 

particle diameter, but small with respect to the characteristic dimension of the complete 

system. Since the resultant continuum approximation for the solid phase has no equation 

of state and lacks variables such as viscosity and normal stress [47], the average balance 

equations must be closed by specifying several constitutive relations, such as a fluid-

phase equation of state, fluid-solids and solids-solids momentum transfer and heat 

transfer, and fluid and solids phase stress tensors. These closure relationships are 

necessary for solving practical problems of interest. This challenging task is 

accomplished by using a variety of approaches, ranging from empirical information to 

kinetic theory. Most of the differences between multiphase theories originate from such 

closure assumptions, some of which are the subject of much debate [32]. 

1.5.2 Closure relations 

1.5.2.1 The kinetic theory of granular flow (KTGF) 

The solid-phase stress introduced in the continuum approximation of solid momentum 

equation shown in equation 4 requires a constitutive relation.  Lun et al. [43] first derived 

a constitutive relation based on kinetic theory concepts describing the flow of smooth, 
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slightly inelastic, spherical particles to model solids stresses resulting from particle 

collisions and uncorrelated translations.  
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Analogous to the thermodynamic temperature for gases [48], the granular temperature 

was introduced as a measure of the particle velocity fluctuations. Kinetic energy 

contained in the random particle motions is quantified in terms of granular temperature 

which is required to supplement the continuity and momentum balance for both phases. 

1.5.2.2 Solid-phase stress tensor 

The hydrostatic part of the stress tensor (solids pressure) represents the normal solid-phase 

forces due to particle-particle interactions. Lun et al. [43] derived the solid pressure that 

is widely used in CFD.  
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     )                   ∑   
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The first part of the solids pressure represents the kinetic contribution and the second part 

represents the collisional contribution. Lun et al. [43] defined the solids bulk viscosity as 

the resistance of the particle suspension against compression.  
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However, the kinetic theory description for the solids shear viscosity often differs 

between the various two-fluid models. Table 1- 2 lists all the available solid shear 

viscosity models available in literature. Van Wachem et al. [46] discussed the differences 
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between these models; however, all models show good agreement for dense gas-solid 

fluidized bed. 

Table 1- 2. Formulations of solids shear viscosity in literature. 
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1.5.2.3 Conductivity of granular energy 

Similar to the solids shear viscosity, there is no general agreement in the 

formulation of the solids thermal conductivity.  

Table 1- 3. Formulations of solids thermal conductivity in literature. 
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It has a kinetic contribution and a collisional contribution. Table 1- 3 lists the solids 

thermal conductivity model used in CFD model. Solid thermal conductivity models also 

show good agreement for dense gas-solid fluidized bed. 

1.5.2.4 Dissipation and generation of granular energy 

The rate of granular energy dissipation within the solid phases due to collisions between 

the particles constituting the continuum is approximated using Lun et al. [43] formulation 

as 

     (    )
  
     

  √ 
  

   
           (12) 

The transfer of granular energy between the fluid and the solid phases represents the transfer 

to the fluid phase of the kinetic energy of random fluctuations in particle velocity. The 

expression for the rate of energy dissipation resulting from fluctuations is 
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1.5.2.5 Radial distribution function 

The solid-phase stress is dependent on the radial distribution function that 

describes how density varies as a function of distance from a reference particle. Table 1- 

4 lists all the radial distribution functions. A detail discussion of these functions can be 

found in [46].  
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Table 1- 4. Formulations of radial distribution function in literature. 
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1.5.2.6 Frictional stress 

Frictional stress results from the flow of a viscous fluid. The frictional stress plays a 

critical role maximum solid packing in the gas-solid fluidization.  In such a situation, the 

frictional stress is activated and added to the kinetic-collisional stress obtained from the 

KTGF [52]. Table 1- 5 lists the available frictional stress models. Farzaneh et al. [52] 

provided a comparative discussion for both of these models. 

1.5.2.7 Interphase transfer coefficient 

The interphase momentum transfer between gas and solid phases are coupled by drag 

force. Numerous correlations for calculating the drag coefficient of gas–solid systems 

have been reported in the literature.  Table 1- 6 lists the generally used drag correlations 

in CFD model.  

Table 1- 5. Formulations of frictional stress in literature. 
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1.5.2.8 Computational tools  

There are a number of open source and commercial software codes available that 

are capable of conducting both TFM and DEM simulations. For instance, commercially 

available software codes like ANSYS FLUENT, and open source codes like CFDlib [58], 

OpenFoam, and MFIX [59], are all capable of performing TFM simulations for 

chemically reacting flows. Similarly, commercially available codes like ANSYS 

FLUENT, ANSYS -CFX, and BARRACUDA, and open sources codes e.g. MFIX–DEM, 
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KIVA [60], FLUENT-DPM (Discrete Particle Method) and dense phase DPM modules, 

and OpenFoam, are all capable of DEM simulations.    

Table 1- 6. Formulations of interphase transfer coefficient in literature. 
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1.6 Objectives 

The aim of this dissertation is to design and study the hydrodynamics of fluidized 

bed reactor used in the CLC technology for carbon capture, in order to bridge the data 

gaps in the results of bench- or pilot-scale experiments and, thereby, to aid in the design 
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of large-scale industrial reactors. The hydrodynamics of the fluidized bed reactors are 

studied using the first principle-based on CFD, which allows for virtual experimental 

―measurement‖ that cannot be done in the physical world easily, or at all. The TFM 

which treats each phase (fluid and solid) as an interpenetrating continuum is used as CFD 

model for investigating the gas-solid hydrodynamics. The National Energy Technology 

Laboratory‘s (NETL, USA) open-source code MFIX is used as flow solver in this study. 

Chapter 1 of this dissertation introduces the concept of CCS and motivates the 

need for a closer study of CO2 capture by chemical combustion technology, applying 

CFD. In Chapter 2, the design of a fluidized bed reactor is presented. This design is used 

to fabricate a prototype (100 kWth) semi-batch CLC system by ZERE Energy and 

Biofuels, Inc. (San Jose, California) to demonstrate CO2 capture from small-scale biogas 

combustion unit. In Chapter 3, a numerical technique is developed to model the fuel 

reactor used in CLC process, and the model is validated with lab-scale experimental 

measurements conducted at ZERE Energy and Biofuels, Inc.  The rate of mass transfer to 

large and light fuel particles in a gas-solid bubbling fluidized bed of smaller and heavier 

particles is presented and discussed in Chapter 4. Chapter 5 presents a generalized model 

to select the grid size in obtaining grid-independent solution of TFM. In Chapter 6, the 

effect of fluidized bed temperature on the hydrodynamics and incorporation of the 

temperature effect through particle-particle interaction coefficient are discussed. The 

effect of horizontal perforated disc-baffles in breaking the bubbles in gas-solid fluidized 

bed is studied using CFD and presented in Chapter 7. Chapter 8 presents novel 3-D 

bubble detection and tracking algorithm that can be used to identify bubble, droplets, 
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clusters, etc. from multiphase flow simulation data. Chapter 9 details the overall 

conclusions from the dissertation and discusses further directions in which this study can 

be carried.  

 

Nomenclature  

A Constant for Syamlal et al. drag law 

B Constant for Syamlal et al. drag law 

CD Drag coefficient 

CDeff Effective drag coefficient  

Cp  Specific heat of the fluid phase, J/kg·K 

Dn Diffusivity, m
2
/s 

ds  Particle diameter, m 

E Coefficient of restitution 

fgi Fluid flow resistance due to porous media, N/m
3
 

fp Fluid phase point property 

g  Acceleration due to gravity, m/s
2
 

g0  Radial distribution function at contact 

ΔH  Heat of reaction in the fluid phase, J/m
3
·s 

I Momentum transfer, N/m
3
 

i,j Indices to identify vector and tensor components 

J Granular energy dissipation due to inelastic collisions, J/m
3 
s 
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M Solid phases 

N Number of gas or solid species 

n, k Index  

P Pressure, Pa 

q Conductive heat flux, J/m
2
s 

R Universal gas constant, Pa·m
3
/kmol·K 

Re Reynolds number 

Rg Volumetric rate of generation, kg/m
3
s 

S strain rate tensor, s
−1

 

t Time, s 

T Temperature, K 

U Velocity, m/s 

Vr 

Ratio of terminal velocity of a group of particles to that of an isolated 

particle 

v Velocity vector, m/s 

X Mass fraction 

x Position vector, m  

 

Greek letters  

β 

Coefficient for the interphase force between the fluid and solids phases, 

kg/m
3
·s 

γgm Fluid-solids heat transfer coefficient corrected for interphase mass 



24 

 

transfer, J/m
3
·K·s 

γ
0

gm 

Fluid-solids heat transfer coefficient not corrected for interphase mass 

transfer, J/m
3
·K·s  

γRg Fluid-phase radiative heat transfer coefficient, J/m
3
·K

4
·s 

γRm Solids-phase-m radiative heat transfer coefficient, J/m
3
·K

4
·s 

ε Volume fraction of the fluid/solid phase 

η Function of restitution coefficient 

Θ Granular temperature of phase m; m
2
/s

2
 

λrm Solids conductivity function 

μ Viscosity of the fluid phase, Pa·s 

ρ Density of the fluid phase, kg/m
3
 

φ Angle of internal friction 

κ Solids thermal conductivity, kg /m s 

Πs Interphase force, N/m
3
s 

 

Subscripts  
 

g Gas phase 

s Solid phase 

k Between solid phases 

i, j Vector index 

p Particle phase 
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 CHAPTER 2 

 Design of a semi-batch chemical looping combustion system 

 

Abstract 

CLC is a promising combustion technology that inherently separates CO2 from the 

flue gas. The process consists of two fluidized bed reactors, a fuel reactor and an air 

reactor, and a solid metal oxide, known as oxygen-carrier, transports oxygen from the air 

to the fuel. Since, there is no direct contact between fuel and air, the combustion 

products, primarily, contain CO2 and H2O, which makes CLC very efficient technology 

to capture CO2. A semi-batch 100-kW CLC prototype is designed using two identical 

fluidized bed reactors. At any moment in time, one operates in air mode, and one operates 

in fuel mode in a cyclic manner. This design provides an alternative to minimize CO2 

leakage between reactors, which is a common concern for circulating fluidized bed 

design. Additionally, the development of a mature and reliable cost effective CLC 

technology requires more prototype-scale demonstration to fully understand the 

functionality of such system.  
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2.1 Introduction 

The concept of CLC processes shown in Chapter 1, is based on the transfer of 

oxygen from air to the fuel by means of a metallic solid oxygen-carrier avoiding direct 

contact between fuel and air. The metal oxide is thus an oxygen and heat carrier 

simultaneously. This special feature makes CLC as the most promising technology for 

CO2 capture. Indeed, a high surface area for fast reaction and good physical properties 

such as crushing strength and attrition resistance are highly desirable for any oxygen-

carrier particle. Porous inert supporting material such as alumina, zirconium, and titanium 

dioxide are used to prepare oxygen-carrier particles from the potential metal oxide (Fe, 

Cu, Ni, Mn) [1-5]. The experimental results of these studies show that the rates of 

reaction for both the oxidation and the reduction are fast enough for practical 

applications. 

Batch experiments and general feasibility analysis of Lyngfelt et al. [3] showed 

that a fluidized bed reactor concept is suitable for CLC. Recently, Kolbitsch et al. [6], 

Markstrom et al. [7], Strohle et al. [8], Abad et al. [9] and Lyngfel and Leckner [10] 

reported the design and operation of different scale-size CLC processes for gaseous and 

solids fuel. 

In a circulating fluidized bed system, gas leakage is difficult to avoid completely. 

If there is a gas leakage from the fuel reactor into the air reactor, carbon dioxide will be 

released to the atmosphere, and the CO2 capture efficiency decreases. If there is a leakage 

in the opposite direction, the CO2 stream will be diluted with nitrogen that increases the 

cost of compression.  
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The purpose of this study is to present a conceptual design of a 100-kWth (thermal 

power) semi-batch CLC prototype working at atmospheric pressure. The design criteria 

are discussed, and a final design is presented. 

2.2 Design of the semi-batch CLC unit 

2.2.1 Design basis  

For eliminating or minimizing flaring or venting of gases from dairy wastes, 

landfills, and waste water treatment facilities, a 100-kWth fuel flexible distributed 

combined heat and power unit is designed to demonstrate its applicability and efficiency 

on carbon capture.  A simulated biogas (60% (mole/mole) methane, CH4, and 40% 

carbon dioxide, CO2) is to be burnt at 800 °C to get the designed thermal power. 

2.2.2 Oxygen-carrier  

Most crucial design input data are the type of the oxygen carrier, the metal oxide. 

For this prototype design, a 30% (w/w) copper oxide (CuO) on alumina (Al2O3) is 

selected as oxygen carrier. The diameter of the carrier particles was chosen to be between 

300 and 500 μm, having a mean density of 1964 kg/m
3
.  

The required mass of the oxygen –carrier is calculated from the stoichiometric 

balance equation for methane combustion with oxygen-carrier: 

                              (1) 
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Amekura and Kishimoto [11] reported that, with increasing temperature, copper (I) oxide 

(Cu2O) formation is likely to increase at a low pressure. Based on the design temperature 

in this study, the oxygen-carrier is likely to undergo partial reduction according to 

equation (1). The design equation to calculate the required mass of oxygen-carrier, moc, is 

as: 

    
  

  
     

   

     
          (2) 

Where Mm is the molecular mass of copper; wm is the mass fraction of CuO in the 

oxygen-carrier; t is the combustion time; νf is the stoichiometric coefficient for CuO; Pth 

is the thermal power; and ΔHcom is the heat of combustion of CH4 at the design 

temperature. 

2.2.3 Reactor sizing 

Various reactor diameters are evaluated to determine the final dimensions of the 

prototype reactors.  The final version of the reactor design uses an 18‖ schedule 40 steel 

pipe. This is motivated by the expected benefit of reducing the cost of fabricating the 

prototype.  This reactor diameter is achieved by selecting a 10 min switching time 

between fuel- and air-mode operations of the reactors system.   



37 

 

2.2.4 Hydrodynamics properties 

The superficial fuel velocity, u0,f,  and air velocity, u0,air, are computed from the 

design equation as:  

     
   

     
 

  

    
          (3) 

        
        

         

   

     
            (4) 

Where R is the ideal gas constant; T is the design temperature; yf is the mole fraction of 

CH4 in the fuel mixture; P is the reactor pressure; A is the cross-sectional area of the 

reactor; λ is the excess oxygen ratio in the air; νox is the stoichiometric oxygen required 

for CH4 combustion; yox is the mole fraction of oxygen in the air; Mair is the molar mass 

of air; and ρair is the density of air. 

The height of the solid bed under minimum fluidization condition, H0, is 

calculated as 

   
 

       

  

  
     

   

     
         (5) 

Where ρoc is the mean density of the oxygen carrier; and ε is the bed void fraction under 

minimum fluidization. The characteristic of the solid oxygen-carrier particles that make 

them fluidize is very important in designing a fluidized bed reactor. Equations 7-9 are 

generally used to classify the solid particles according to Geldart classification [12]. 

   
  

 

    (          )         (6) 
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Geldart classification of solids  
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where Ar is the dimensionless Archimedes number; dp is the diameter of the oxygen-

carrier particle; and d
*
pAB is the dimensionless particle diameter. Based on the Geldart‘s 

classification, the minimum fluidization velocity, umf is calculated as 

    
 

         
  [             ]        (9) 

where c1 and c2 are the constants suggested by Wen and Yu [13].   

To predict the behavior of gas-solid fluidized bed, the contacting regime must be 

known. This facilitates the selection of appropriate performance expressions for that 

regime. In general, slugging fluidization is undesirable for efficient operation of fluidized 

bed reactors [14]. Slugging occurs when the slug height, Hslug, and velocity, uslug, are 

higher than the minimum fluidization height, H0 and superficial fuel velocity, u0,f/air, 

respectively.    

      
     

(      )      
           (10) 

                    
         

         (11) 
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The expected bubble diameter, dB, rise velocity, uB, and the expanded solid bed height, 

Hexp, are calculated based the following equations [14].  

      
    

    
(         )

   
(  

 

√  
*
   

      (12) 

        √               (13) 

   8

                                                 

     
                                   

                                                   

9      (14) 

       (  
      

  
)         (15) 

Where g is the acceleration of gravity; h is the instantaneous height; and Dt is the reactor 

diameter. 

2.3 Descriptions of the reactor configurations 

The hydrodynamics model described in previous section provides the necessary 

dimensions of the fluidized bed reactors. This exclusive design uses two identical 

fluidized bed reactors in parallel where, at any moment in time, one operates in air mode, 

and one operates in fuel mode in a cyclic manner, which eliminates the circulation solids 

between reactors. Each reactor is 3.36 m tall with 1.60 m of solid oxygen-carrier bed 

height. The mass of oxygen-carrier used to fill each reactor is 228 kg. 

Figure 2- 1 shows a simplified configuration of the semi-batch chemical looping 

combustion system with inherent capability to capture CO2. These reactors are nominally 

designed to operate in a bubbling regime, with u0,air / umf  ≈ 36 when the reactor is in air 
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mode, and u0,f / umf  ≈ 9 when the reactor is in fuel mode. The inside of the reactor is 

baffled to break-up bubbles, thereby ensuring a high conversion of methane in the fuel 

reactor. 

 

Figure 2- 1. Simplified schematic of semi-batch chemical looping combustion system 

with two fluidized bed reactors. 
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There are two horizontal ring-baffles inserted in each fluidized bed reactor, which 

increases the gas-solid contact and, thereby increases fuel conversion. (Breaking apart the 

bubbles also results in fewer particles being entrained from the bed.)  

 

Figure 2- 2. Hole arrangement of the ring-baffle inserted in the fluidized bed reactor. 

Figure 2- 2 shows the arrangement of the baffle opening used in the design of the 

semi-batch CLC system. It has been assumed to keep about 30% of the baffle cross 

sectional area open to gas flow, which is also suggested by Dutta and Suciu [15]. For this 

design, 31 mm is selected as the center to center distance, as shown in Figure 2- 2. The 

baffle is made from steel plate with numerous 20 mm holes through it, on a square 

pattern. 

During operation, it is anticipate that fines from oxygen-carrier particles will be 

produced, and it would be preferable to return those fines back to the reactor. Although 

the reactor is configured to operate as a bubbling fluidized bed during fuel and air modes, 

the air velocity is high enough, especially during air mode, that many particles will be 
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entrained. To prevent a large amount of particles from leaving the reactor, an internal 

cyclone is included in the design. The detailed design of the internal cyclone can be 

found in [16].  

The gas distributor is designed with the following goals: (a) pressure drop large 

enough to ensure uniform distribution across the reactor cross section; (b) minimize jet 

velocity to reduce attrition of particles; (c) inherent design to minimize back flow of 

particles through distributor into chamber, when the gas flow is turned off; (d) ease of 

fabrication. The selected design uses "tuyeres", a common configuration in industrial 

fluidized-bed reactors. Because the volume of gas flow entering the reactor during air 

mode is nearly 7 times the volume of gas entering during fuel mode, the velocity of gas 

flowing through the distributor is quite different in the two cases. The pressure drop 

through the distributor is proportional to the square of that velocity, so that the pressure 

drop of air flow through the distributor is nearly 50 times that of fuel gas flowing through 

the same distributor. The pressure drop is a key design parameter, and an alternative 

approach is required. The detail is provided in Figure 2- 3 and Figure 2- 4.   
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Figure 2- 3. Arrangement of the tuyeres at the gas distributor plate. In figure, Cl 

represents the clearance between the reactor wall and the center of the air tuyere (green); 

θ is the angular distance of the first fuel tuyere ((red, small circle)) from central axis; Df is 

the center to center distance of fuel tuyeres in opposite locations. 

 

Figure 2- 4. Hole arrangement of the gas distributor in tuyere. In figure, dex and ds 

represent the tuyere and tuyere-shaft diameter; ts is the tuyere cap thickness; ls and lh are 

the shaft length and the distance of the hole from base. 
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The distributor has two components; 8 tuyeres are located near the pipe wall, 

shown in green color in Figure 2- 3. Four additional tuyeres are found closer in to the 

center, are shown in red color in Figure 2- 3.  

Viewed from above, each tuyere has a diameter of 54 mm. Each tuyere has eight 

radial holes, as indicated, pointing out from the center, at 45° spacing. In this design, gas 

flows through either the four fuel tuyeres in fuel mode, or is distributed to all 12 tuyeres 

in air mode. The 8 tuyeres near the wall have only 5 of the eight holes open to gas flow. It 

is important to position those tuyeres with the blocked holes facing the nearby wall to 

prevent erosion.    

When in fuel mode, fuel gas is provided through a two-tier plenum to the central 

four tuyeres only. When in air mode, all 12 tuyeres are utilized. This distributor design is 

unusual, and in both modes gas distribution would seem to be imperfect. An effort is 

made to balance the requirement for uniform gas distribution with practicality of 

fabrication and operation.  

2.4 Conclusion 

A 100-kWth semi-batch CLC prototype unit for flexible gaseous fuel is designed 

to operate in bubbling fluidized bed mode. The unit includes two identical fluidized bed 

reactors with inherent carbon capture option. At any moment in time, one operates in air 

mode, and one operates in fuel mode in a cyclic manner, which eliminates the circulation 

of solids between reactors. This configuration will minimize the gas leakage between 

reactors, which is a common concern in circulating fluidized bed configuration. A new 
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design for gas distributor is presented in this study. This design study presents very useful 

information that can be applied in other cyclic reaction and regeneration processes.  
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 CHAPTER 3  

 Multi-stage modeling of bubbling fluidized bed reactor used in a 

semi-batch chemical-looping combustion of methane using a Cu-

based oxygen-carrier 

Abstract  

A multi-stage mathematical model for a bubbling fluidized bed has been 

developed to simulate the performance of the fuel-reactor used in semi-batch CLC 

systems. This model considers both the fluid dynamic and chemical reactions along with 

the mixing state of solid particles at the different heights of the fluidized bed. The main 

outputs of the model are the break-through time for fuel, the conversion of the oxygen 

carrier and the gas composition at the reactor exit, the axial profiles of gas concentrations 

and the fluid dynamical structure of the reactor. The model was validated using 

measurements from burning CH4 in a lab-scale bubbling fluidized bed using a CuO/Al2O3 

oxygen-carrier. The model prediction is better when the reduced state of copper oxide 

Cu2O is assumed.  
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3.1 Introduction 

Climate change is likely the largest environmental issue and engineering 

challenge faced by the society in modern times. A necessary strategy for reducing human 

contributions to climate change is to cut greenhouse gas emissions from electric power 

plants, which account for 40% of U.S. CO2 emissions [1]. The conventional CO2 

separation techniques are based on post-combustion processes e.g. amine scrubbing. As 

opposed to the conventional CO2 separation from exhaust gas in power plants and 

refineries, chemical-looping combustion (CLC) is a new combustion technology with 

inherent separation of CO2. CLC utilizes two fluidized beds, an air reactor and a fuel 

reactor, to mix an oxygen-carrier with a combustion fuel. The ―looping‖ term in CLC 

refers to the cycle by which the oxygen carrier – typically a metal oxide – undergoes 

reduction in the fuel reactor and is subsequently re-oxidized in the air reactor. It is an 

effective method for carbon dioxide capture, as CO2 is separated from other reaction 

products by the nature of the process [2, 3]. Continuing research is underway to find 

ways to make CLC a more efficient and robust tool in the effort to curb human generated 

greenhouse gas emissions [4]. The current study has been carried out within framework 

of this project to develop a reactor model capable of predicting the experimental results 

from a 100 kWth pilot plant.  

Modeling plays an important role in comprehension and development of chemical 

looping combustion. It permits to better understand the experimentally observed 

phenomena by testing different hypothesis. Moreover, modeling is a useful tool for 

transposal in other conditions and scale-up of the results to industrial scales. Different 



50 

 

approaches have been adopted in order to mathematically describe behavior of fluidized 

bed reactors. The developed models can be classified globally in two categories: the 

pseudo-homogeneous models and the multiphase flow models. The reaction conversion 

in a fluidized bed varies from plug flow to well below mixed flow reactor [5]. The most 

common method is the two phase theory which considers that all gas in excess of 

minimum fluidization passes across the bed is in form of bubbles [6, 7]. 

The current reactor model has been developed considering both the fluid 

dynamics of a bubbling fluidized bed, composed of two plug flow reactors, and the rate 

of the oxygen-carrier reduction by gaseous fuel CH4. Solid particles were modeled as a 

fixed bed reactor to account for the conversion of oxygen carriers. The mathematical 

model developed in this study has been validated against the lab scale experimental data 

conducted at the ZERE lab facility using methane as the combustion feed with 

CuO/Al2O3 particles as the oxygen carriers.  

3.2 Experimental setup 

Figure 3- 1 shows a simplified schematic of ZERE lab scale fluidized bed reactor. 

The experiments were conducted with a fluidized-bed reactor made of quartz. The reactor 

had a total length of 500mm and an inner diameter of 47mm. The oxygen carrying 

particles were placed on a porous plate placed at the bottom of the reactor. The inlet and 

outlet gas temperature and the bed temperature were measured using thermocouples as 

shown in Figure 3- 1. A three phase STACO band heater (StacoVT – 1010BCT-2) was 

used to heat the reactor. The temperature under the bed was used to regulate the 
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temperature of the heater. Temperatures in this work refer to the temperature in the bed 

over the porous plate.   

The Cu-based oxygen carrier prepared by wet impregnation method was used in 

this study. The theoretical oxygen transfer capacity (Rth) is 20.25%, corresponding to 

reduction of CuO to Cu. The particles have a surface mean diameter of 357   , and a 

density of 2200 kg/m
3
. A sample of 126.6 g of oxygen carrier particles was placed on the 

porous plate and was then initially heated in an inert atmosphere (argon) to the reaction 

temperature. The bed height was approximately 88 mm when the bed was not fluidized. 

The pre-oxidized oxygen carrier sample was then alternately exposed methane (CH4) 

with argon or air with argon which was introduced from the bottom of the reactor as 

drawn in Figure 3- 1. The oxygen carrier used in these experiments was supplied by 

CLARIANT Corp. 

Mass flow meters (Cole Parmer- serial 104478) were used to measure the inlet 

gas flow rates. The flow rate of outlet gas was not measure but a portion of the gas from 

the reactor was led to an electric cooler, where the water was removed, and then to a gas 

analyzer (Testo 350) where the concentrations of CO2, CO, NOx, SOx, H2, and CH4 were 

measured.  
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Figure 3- 1.  ZERE lab scale reactor set up. 

The exothermic nature of the combustion reaction means that there will be release 

of heat and therefore a subsequent temperature rise. To limit this temperature increase, 

methane was diluted with argon before fed into the reactor. Thus, large temperature 

increases were avoided since there was no possibility to cool the reactor in the present 

setup. The experiments were conducted with a methane flow of 1Ln/min along with an 

argon flow of 4.2 Ln/min (normalized to 1 bar and 25 °C), for the reducing periods. It 
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was possible to establish whether the bed was fluidized or not by high-frequency 

measurements of the pressure drop over the bed [8]. 

3.3 Fuel reactor modeling  

The existing models on bubbling fluidized bed reactors suggest that the 

hydrodynamic model has to include the effect of bubbles and associate mixing. 

Accounting of the proper hydrodynamic equations is crucial to develop a robust 

mathematical model that can be applied for scale-up and design of fluidized bed reactors. 

In this study, the fuel reactor used in a semi-continuous chemical looping combustion 

system is selected to construct the model equations. As described by Abad et al. 2010, 

this model also considers a steady state, isothermal bed at macroscopic level. Solid 

particle fragmentation or attrition and elutriation are neglected [12]. For simplicity, the 

model is considered to be one dimensional. The lateral exchange coefficient of gas 

between the bubbles and the emulsion phases is calculated based on the semi-empirical 

correlations [7]. The detail of the modeling of the fluidized-bed reactor is described in the 

following sections. 

3.3.1 Fluid-dynamics of the model 

In bubbling fluidized bed, fluid-dynamics is largely governed by bubble rise 

velocity. An understanding of the bubble rise velocity requires the knowledge about the 

bubble size. The bubble size changes along the length of the solid bed due to the 

increased gas volume fraction of gas after fuel reaction with oxygen carrier particles. To 

include this volume expansion, simultaneous solution of hydrodynamics and material 
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balances are important. The changes in the gas velocity, U, and the corresponding bubble 

size,   , are incorporated through the following equations.   

      
    

    (        )
   

(  
 

√ 
)
   

       (1) 

Here,     is the minimum fluidization velocity which is estimated from Wen and Yu 

correlation [9]; N is the number of orifice for the gas distributor; and z is the height of the 

reactor.   

The gas expansion changes the superficial gas velocity by: 
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 )         (2) 

Here,   is the reaction stoichiometry of methane with CuO; R and T are the ideal gas 

constant and temperature; Pt is the total pressure; and A is the cross-sectional area of the 

reactor. 

Since the reactor will operate under isothermal condition, the temperature change 

is neglected. The solid pressure drop variation across the reactor height is expressed by: 

  

  
                              (3) 

Here,     is the density of the oxygen carrier; The porosity at the minimum fluidization 

conditions,    , was obtained using the equation proposed by Grace [10]. 

                   (
  

    
)        (4) 
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Where    
  

             

  . Here, dp is the mean particle diameter;   and   are methane 

density and viscosity. The bubble fraction,   , in the solid bed is 

      
        

     
         (5) 

With the consideration of the fluidized bed column diameter, the bubble rise 

velocity,   , was calculated using the equation proposed by Werther [11]. 

        √               (6) 

Where    is taken as 0.64 based on the reactor diameter studied in this model. 

3.3.2 Material balances  

To predict the conversion of gas and solid in the fluidized bed reactor, the 

differential mole balances were performed for the reactant and products that are 

distributed in the bubble and the emulsion phases. The reactor was modeled as plug flow 

for all gas species. Two possible reaction pathways for gaseous fuel (CH4) was 

considered for the CuO/Al2O3 oxygen-carrier : 

                             (7) 

Or                                 

As described by Abad et al. 2010, a gas exchange between bubbles and emulsion 

is considered allowing the exchange of products and reactants between these phases by 

diffusive and/or bulk flow mechanism [12]. Considering all the above assumptions, the 
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differential mole balance on a small reactor volume, dV, is derived for each gas i (CH4, 

CO2, and H2O) for the bubble and the emulsion phases:  

    
̇

  
 

 {(     )   }

  
        (   

    
)        (8) 

    
̇

  
 

               

  
       (   

    
)         

               (9) 

Here,  ̇ represents the molar flow rates of gas i in the differential volume element dV. 

The subscripts b and e represent the bubble and emulsion phases, respectively.      is the 

volumetric rate constants.    and    are the gas concentrations in the bubble and the 

emulsion phases. Since no reaction is assumed in the bubble phase, gas will be exchanged 

between the bubble and the emulsion phases through the interchange coefficient Kbe. In 

the emulsion phase, methane gas will be reacting with solid oxygen carrier particles and 

product gases will be flowing from the emulsion to the bubble. These equations allow 

determining the concentration of gas i in both phases: emulsion and bubbles.  

3.3.3 Kinetic model for oxygen carrier  

For the heterogeneous gas-solid reaction, a shrinking unreacted-core model is 

used to describe the reduction of CuO/Al2O3 particles with methane under reactor 

conditions. In this model, chemical reaction is considered as the main resistance to the 

global reaction.  Early studies showed that external and internal mass-transfer resistances 

as well as the particle size have no or minimal effect on reaction rate of CuO/Al2O3 

particles with methane fuel [2, 12]. A platelike geometry for CuO in the porous surface of 

the Al2O3 particle with unchanging size and also with no ash layer formation was used 
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for the kinetic model. Considering all of these assumptions, the equations that describe 

the conversion time, t, for plates is the following [6]  

  

    
     

 

     
  

(  
 

 
)          (10) 

Here,      and      are the density and molecular weight of copper oxide; L and   are 

the initial and unreacted thickness of CuO layer in the oxygen carrier particles.    is 

methane concentration around the particles which is equal to the emulsion phase 

concentration of methane; n is the reaction order, and     is the surface rate constant in 

terms of Arrhenius equation as 

      
     ( 

  

  
)          (11)  

Here,    is the activation energy. The time   required for complete conversion is given 

when    , or   

    
     

 

     
  

. At any moment, the unreacted CuO layer thickness,  , can be 

found from  
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The thickness of the layer, L, over the Al2O3 support was determined considering the 

surface area reported by the vendor and the weight fraction of active CuO in the oxygen 

carrier particles. Using the specific surface area and the density of the oxygen carrier 

particles, volumetric rate constant was estimated as      
   

   
(     )        .  

 



58 

 

3.3.4 Break-through time for fuel 

Break-through is defined as when the reactant gas is first appearing at the 

fluidized bed reactor exit. At the start of a non-circulating fluidized bed, all the solid 

oxygen carriers will be available for gas-solid reactions. Soon after the reactant gas flow 

starts, solid particles at the entrance reduce quickly, and with the time progresses the 

reaction front also moves forward. This solid reduction process continues and at some 

point there will not be any active solid particles to react with fuel gas. When most of the 

solid particles will be in reduced state, part of the reactant gas will leave the reactor as 

unreacted. The time when a trace amount of reactant gas is noticed at the reactor exit will 

be referred as the break-through time. For instances, break-through time for methane is 

the time when a trace amount of methane is detected by the model calculations. The 

subsequent description provides the details about break-through time calculation.    

As described in the material balance, a part of the inlet gas will be in the emulsion 

phase at minimum fluidization, and any gas excess to minimum fluidization has to move 

through the bubble phase. Since there is no reaction in the bubble phase, all the solids 

will be in the emulsion phase and react with methane. For the reaction, solid particles 

have been considered in a series of interconnected CSTRs. A multi stage model is applied 

where the whole bed was divided into 10 stages of the same solid mass. A simplified 

schematic of the used model is shown in Figure 3- 2. 
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Figure 3- 2.  Schematic of the overall model used in this study. 

The concept of stages refers to a split of the bed length according to the amount of 

the solid particles in the bed. A looping algorithm is developed for this staging concept 

as: in the first loop methane will react with oxygen carrier particles assigned in all stages 

based on the average methane concentration in the respective stage and this will continue 

till the first stage particles are fully expired; at the start of the second loop inlet methane 

has no reaction in the first stage but it will possess new hydrodynamics which will be 

used to find the expiration time of the second stage as well as the unconverted state of the 

other stages. This looping will continue until all the particles in all stages are fully 

expired. At the end of each stage, mass and fluid-dynamic equations are solved 

simultaneously to update gas concentrations, Cb and Ce, the superficial gas velocity, U, 

the bubble rise velocity, uB, the bubble volume fraction,   , the bubble diameter, dB, and 
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the unconverted oxygen carrier particles throughout the length of the reactor. All the 

variables used in the model are updated at the starting of a new. This needs to be 

implemented as the most of the hydrodynamic parameters are largely depended on the 

bubble size. For instance, in increase in bubble size results an increase in the superficial 

gas velocity and thus in uB and   . To properly model the rate of mass transfer between 

gas and solid phases, all of these variables, thus, need to update at each stage.  

3.4 Results and discussions 

3.4.1 Results from laboratory experiments 

Figure 3- 3 shows the inlet gas flows used for reduction of the CuO/Al2O3 

particles with methane gas. The time between subsequent reductions is for oxidation.  

 

Figure 3- 3. Inlet gas flow rates during successive redox reaction of CuO/Al2O3 particles 

with methane. 
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Figure 3- 4. Bed temperature and pressure drop during successive oxidation and 

reduction of CuO/Al2O3 particles. 

It has been observed that the inlet gas flow time is reduced after 3
rd

 reduction, 

which may refer to the degradation of the oxygen transferring capacity of CuO/Al2O3 

particles. It may arise from the particle attrition and subsequent dust formation of oxygen 

carrier particles during the oxidation period where a high velocity of air has been used. 

Figure 3- 4 shows the temperature and bed pressure drop variation during the 

redox reactions. Bed temperature remained nearly constant during reduction periods but 

varied during the oxidation due to the lack of quick heat removal from the system. In the 

oxidation state, reactions are very fast and highly exothermic, which results in 

temperature fluctuation.  
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Figure 3- 5. Exit gas composition during reduction of CuO/Al2O3 particles with methane. 

The differential pressure profile shows the bubbling characteristics of the fluidized bed. 

Large pressure drop is observed during the oxidation compared to the reduction (   

        ) periods due to the high inlet gas velocities (         ).  

Figure 3- 5 shows the outlet gas concentrations after condensation of water as a 

function of time for the reducing cycles when methane was used as fuel. A sample of 

126.6 g of CuO/Al2O3 was used at a temperature of ~720 ◦C. In Figure 3- 5, the CH4 is 

turned on but the residence time in the system delays the response by 10–15s before the 

CO2 rapidly increases. CO2 reaches a maximum a few second later and remains constant 

before the inlet CH4 flow turned off. On the other hand, CH4 increases through the whole 
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cycle. However, methane flow has turned off after a certain volume of CH4 is detected in 

the exit gas analyzer. CO and H2 concentration remains nearly zero for all the reduction 

cycles. Worth noting is that all of the CH4 reacts to form CO2 and H2O before any 

detectable CH4 at the reactor exit. However, below 100 ppm of CO and H2 were detected 

by the gas analyzer when there was CH4 at the reactor exit. This indicates that a small 

fraction of the inlet CH4 goes through partial oxidation by producing CO and H2. 

3.4.2 Comparison of model with experimental results 

3.4.2.1 A different method of reactor staging 

A number of authors applied the concept of dividing axially the bubbling bed in stages 

and considering a number of stages of the same length [13-15]. A large number of 

bubbles with its minimum size present at the bottom and the incoming gas, which 

encounters the solid particles, create turbulent motions that result in a low solid volume 

fraction at the bottom. As shown in Figure 3- 6, the length of the reactor is divided into 

10 stages based on the equal mass percentage in each stage but of different length. This 

subdivision method also provides a validation for the total mass balance of the solid 

particles used in the experiment. It shows that there is a 25% (height was 88 mm and 110 

mm at minimum fluidization and reactor conditions, respectively) bed expansion which is 

expected for this bubbling fluidized bed. 
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Figure 3- 6. Staging of the solid bed used in the model based on the mass of the solid 

oxygen carrier (OC) used in the experiment. Total mass of oxygen carrier was 126.6 g. 

Figure 3- 7 shows the concentration of methane leaving from different stages of 

the bed. From left to right, different curves represent the unreacted methane 

concentration. It indicates that all the methane is consumed until the 6
th

 stage and after 

that methane starts to leave the reactor as unreacted. At 10
th

 stage, all the methane leaves 

the reactor as unreacted. 
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Figure 3- 7. Axial profile of     leaving from different stages considered in the model of 

the fluidized bed reactor. 

3.4.2.2 Model validation 

The lab-scale fuel-reactor described in the experimental section using a Cu-based 

oxygen-carrier was numerically simulated according to the model developed in this 

study. The physical properties used in the model are shown in Table 3-1. The operating 

conditions and experimental results used for this study are discussed above.  

Using the physical properties of gas and solid as input parameter, the model 

predicts the performance indices of the reactor such as solid conversion, fuel 

concentration in the bubble and the emulsion phases, distribution of products and 

reactants (CH4, CO2 and H2O) at the reactor exit. For instance, Figure 3- 8 shows the 



66 

 

concentration of CH4, CO2, and H2O in the reactor [2]. The solid concentration is shown 

by the unreacted amount of CuO in the oxygen carrier during the first looping step 

described in the model section. Experimental results showed that formation of CO and H2 

were negligible. So, the partial oxidation of methane was not considered for model 

validation as well. As it can be seen methane is fully consumed within the first 30 mm of 

bed height and all the CuO is converted to either Cu or Cu2O. 

Table 3- 1. Parameters used in the model prediction 

Parameters  Values  Reference  

Concentration of CH4 at STP (kg/m
3
) 0.66 [16, 17] 

Viscosity of CH4 at 720 °C (Pa s) 3.75 E-5 

Diffusivity of CH4 through Argon (m2/s) 1.6 E-4 

Molecular weight of CuO (g/mol) 79.54 

Density of CuO (kg/m
3
) 6.31 E 3 

BET surface area of oxygen carrier 

(m
2
/g) 

140 Clariant corp 

Minimum fluidization velocity (cm/s) 6.0 [9] 

Activation energy(kJ/mol) 60 [12] 

Pre-exponential factor (mol
1-n

 m
3n-2

 s
-1

) 4.5 E-4 

Reaction order, n 0.4 

Orifice density, N (1/m
2
) 350000 [9] 
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Figure 3- 8. Axial profiles of gas and solids concentration during the first looping 

condition. 

The main goal of this model is to predict the methane break-through time for 

CuO/Al2O3 carrier particles. This will enable us to choose a best switch time for the 100 

kW pilot scale reactor, which will help in overall fuel conversion and carbon capture 

efficiency of the pilot plant.  Figure 3- 9 shows the predicted methane break-through for 

the first two reduction cycles of the experiment. As discussed above, cycle time decreases 

for reduction with methane due to the particle attrition and/or dust formation, and 

consequently due to the loss of those particles through elutriation during high air flow 

rates, the model cannot capture these. Thus, the model is validated only for the first two 

reduction cycles. It can be seen experimental results falls within the two reduced state of 

CuO/Al2O3 particles.  In both states, the slope of the experimental curve and the model 
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show similar trend. When most of the oxygen carrier particles are in reduced state, the 

reactor behaves like a plug flow and methane bleeds through the solid bed without any 

reaction. The model with the assumption of Cu2O reduced state of particles shows better 

predictability with the experiment. 

 

 

Figure 3- 9. Concentration profile for the reduction period with CH4 as reducing gas at a 

temperature of ~720 ◦C. The first two reduction cycles are shown here for model 

prediction. State1 and state2 represent the reduced state of CuO as Cu and Cu2O. 
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Figure 3- 10. Presence of different oxides in oxygen carrier supplied by CLARIANT 

(Image courtesy: Tom Pusty, Clariant). 

The stoichiometric calculation of methane reaction with CuO/Al2O3 reveals that about 

1.92 g or 0.96 g of CH4 is required for the reduced state of Cu or Cu2O for 126.6 g 

particles. From Figure 3- 3, it is seen methane was fed for about 1.5 min during the first 

two reduction cycles at ~1.0 L/min rate, which is approximately 1.10 g of CH4. This 

indicates that the exact reduced states of the oxygen carrier remains with the two reduced 

state of the CuO under experimental conditions. However, the emission spectroscopy of 

the oxygen carrier at the oxidized state shows that there is copper aluminum oxide in 

addition to CuO (Figure 3- 10).  Further analysis of the oxygen carrier after successive 

oxidation and reduction phases will help better understanding of the reduction reactions 

and accordingly the model prediction can be improved for methane break-through time. 
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3.5 Conclusion  

A multi-stage mathematical model has been developed to simulate behavior of a 

lab-scale bubbling fluidized bed reactor. In this model, the hydrodynamics of the fluids, 

and the reaction kinetics and pathways of solid oxygen-carrier are explicitly considered 

for the conversion of the gaseous fuel. Using the physical properties of gas and solid as 

input parameter, the model predicts the performance indices of the reactor such as solid 

conversion, fuel concentration in the bubble and the emulsion phases, distribution of 

products and reactants (CH4, CO2 and H2O) at the reactor exit. The model shows better 

prediction with experiment when reduced state of CuO particles is assumed. By 

understanding the oxide and reduced states of oxygen carrier in successive cycles will 

improve the reaction rate calculation, and thereby the prediction of fuel break-through 

time from the reactor will be better predicted.  

 

Nomenclature  

A Cross sectional area of the fluidized bed 

Cb Concentration of gas species in the bubble phase, mole/m
3
 

Ce Concentration of gas species in the emulsion phase, mole/m
3
 

dB Bubble diameter, m 

D Diameter of the fluidized bed, m 

Dab CH4 diffusivity in CO2, m
2
/s 

G Acceleration of gravity, m/s
2
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H Solid bed height, m 

Hmf Bed height at minimum fluidization, m 

K Rate constant of reaction,  

Kbe Mass transfer coefficient between bubble and emulsion phases, s
-1

 

Kce Mass transfer coefficient between cloud and emulsion phases, s
-1

 

Kbc Mass transfer coefficient between bubble and cloud phases, s
-1

 

n Order of reaction 

Nd Number of orifice per unit area of the bed, m
-2

 

uB Bubble velocity, m/s 

umf Gas velocity at minimum fluidization, m/s 

Ubr Single bubble rise velocity, m/s 

U0 Inlet superficial gas velocity, m/s 

x Stoichiometric coefficient 

y Stoichiometric coefficient 

 

Greek letters 

εmf Void fraction at minimum fluidization 

ρg Gas density, kg/m
3
 

ρp Particles density, kg/m
3
 

µ Gas viscosity, Pa s 

ΦB parameter for bubble diameter 
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Subscripts 

b Bubble phase 

B Bubble 

c Cloud phase 

e Emulsion phase 

mf Minimum fluidization 

0 Initial 

br Bubble rise 

 

  



73 

 

References  

[1] T. Stocker, D. Qin, G.-K. Plattner, M. Tignor, S. K. Allen, J. Boschung, A. 

Nauels, Y. Xia, V. Bex, and P. M. Midgley, Climate change 2013: The physical 

science basis: Cambridge University Press Cambridge, UK, and New York, 2014. 

[2] A. Abad, J. Adanez, F. Garcia-Labiano, L. F. de Diego, and P. Gayan, "Modeling 

of the chemical-looping combustion of methane using a Cu-based oxygen-

carrier," Combustion and Flame, vol. 157, pp. 602-615, Mar 2010. 

[3] J. Adanez, A. Abad, F. Garcia-Labiano, P. Gayan, and F. Luis, "Progress in 

chemical-looping combustion and reforming technologies," Progress in Energy 

and Combustion Science, vol. 38, pp. 215-282, 2012. 

[4] M. M. Hossain and H. I. de Lasa, "Chemical-looping combustion (CLC) for 

inherent CO2 separations—a review," Chemical Engineering Science, vol. 63, pp. 

4433-4451, 2008. 

[5] M. Yazdanpanah, A. Forret, T. Gauthier, and A. Delebarre, "Modeling of CH 4 

combustion with NiO/NiAl 2 O 4 in a 10kW th CLC pilot plant," Applied Energy, 

vol. 113, pp. 1933-1944, 2014. 

[6] O. Levenspiel, Chemical reaction engineering, 3 rd ed. NY: John Wiley & Sons, 

Inc., 1999. 

[7] D. Kunni and O. Levenspiel, "Fluidization engineering," Buterworth, New York, 

1991. 

[8] P. Cho, T. Mattisson, and A. Lyngfelt, "Defluidization conditions for a fluidized 

bed of iron oxide-, nickel oxide-, and manganese oxide-containing oxygen 



74 

 

carriers for chemical-looping combustion," Industrial & Engineering Chemistry 

Research, vol. 45, pp. 968-977, 2006. 

[9] K. Daizo and O. Levenspiel, "Fluidization engineering," 1991. 

[10] J. R. Grace, "Contacting modes and behaviour classification of gas—solid and 

other two‐ phase suspensions," The Canadian Journal of Chemical Engineering, 

vol. 64, pp. 353-363, 1986. 

[11] J. Werther, Ed., Hydrodynamics and mass transfer between the bubble and 

emulsion phases in fluidized beds of sand and cracking catalyst (Fluidization. 

Engineering Foundation. New York, 1984, p.^pp. Pages. 

[12] F. Garcia-Labiano, L. De Diego, J. Adánez, A. Abad, and P. Gayán, "Reduction 

and oxidation kinetics of a copper-based oxygen carrier prepared by impregnation 

for chemical-looping combustion," Industrial & Engineering Chemistry Research, 

vol. 43, pp. 8168-8177, 2004. 

[13] R. Jafari, R. Sotudeh‐ Gharebagh, and N. Mostoufi, "Modular simulation of 

fluidized bed reactors," Chemical Engineering & Technology, vol. 27, pp. 123-

129, 2004. 

[14] R. Porrazzo, G. White, and R. Ocone, "Aspen Plus simulations of fluidised beds 

for chemical looping combustion," Fuel, vol. 136, pp. 46-56, 2014. 

[15] A. Hashemi Sohi, A. Eslami, A. Sheikhi, and R. Sotudeh-Gharebagh, "Sequential-

based process modeling of natural gas combustion in a fluidized bed reactor," 

Energy & Fuels, vol. 26, pp. 2058-2067, 2012. 

[16] J. L. Plawsky, Transport phenomena fundamentals: CRC Press, 2014. 

[17] W. Kelly, "Perry‘s chemical engineers‘ handbook," 1973. 



75 

 

 CHAPTER 4 

 Mass transfer to large and light particles in a gas-solid bubbling 

fluidized bed of smaller and heavier particles: Experimental and 

CFD study 

Abstract  

The rate of mass transfer in a gas-solid fluidized gasifier, consisting of large and 

light fuel particles in a bed of finer and heavier particles, plays a critical role in its 

successful design and operation. In this study, the rate of mass transfer between 

hygroscopic silica gel particles and humid air in a bed of finer and heavier bronze 

particles is investigated both experimentally and numerically in a lab-scale fluidized bed. 

It has been shown that the mass transfer coefficient decreases with increasing the mass of 

silica gel particles in the fluidize bed. A simplified form of perturbation theory is used to 

explain the multi-particles effect on the mass transfer rate coefficient. In order to use the 

semi-empirical correlation for the prediction of mass transfer rate using CFD simulations, 

a modification is suggested for Froessling correlation. The measured and computed rate 

of mass transfer show good agreement when the additive diffusional and convective 

resistances are incorporated in the CFD simulation by incorporating the species 

conservation equations. CFD analysis of mass transfer coefficient suggest that it is 

possible to compute the rate of mass transfer in fluidized bed reactors without using the 

conventional model with empirical mass transfer coefficients. 
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4.1 Introduction  

With the increasing demand of renewable energy and reduction of CO2 emissions 

from fossil fuels, biomass gasification, combustion, pyrolysis and co-firing processes 

have gained much attention as biomass conversion is regarded as carbon neutral [1]. 

Gasification of biomass in fluidized beds has been indicated as one of the most promising 

techniques, because of its flexibility, high efficiency, and low environmental impact [2, 

3]. However, biomass gasification unit is expensive to construct and possesses complex 

hydrodynamic behavior.  

 

Figure 4- 1. Snapshot from a 2-4 MW steam blown biomass gasifier at Chalmers 

University of Technology. Photo is courtesy of Erik Sette, Chalmers University of 

Technology. 
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The image shows the bed surface of a 2-4 MW steam blown gasifier. The visible bed 

surface is approximately 1 m
2
 and the black dots are devolatilizing wood pellet, which 

has the tendency to float and be grouped together on the surface of the bubbling fluidized 

bed. This process exhibits complex heat and mass transfer, complicating the design and 

scale-up of fluidized bed gasifier. 

In gasification, a low mass fraction (less than 5 %) of large and light fuel particles 

is gasified in a bubbling fluidized bed. To ensure smooth and stable fluidization inert 

particles such as sand are often mixed with fuel particles. This facilitates the mixing of 

gas and fuel particles, providing more effective chemical reactions, mass and heat 

transfer [4]. Currently the design and operation of biomass gasification process rely on 

the knowledge of conventional fluidization and the assumption that biomass behaves 

similar to other conventional particles [5]. However, as shown in Figure 4- 1, the unusual 

properties of biomass and the possible influence on fluidization are largely 

underestimated.  The rate of mass transfer in such gasification process plays a key role. 

Therefore, to be able to understand the process of gasification of biomass particles in a 

fluidized bed, one first needs to obtain the information on the rate of mass transfer 

between gas and solids in such fluidized beds. 

A great deal of studies is devoted to model and measure the mass transfer 

coefficient in biomass gasification using thermo-gravimetric analysis [6-9]. But there are 

few literatures on the study of mass transfer in fluidized bed gasification process [5].  

However, the study of the interface mass transfer between fluidizing gas and single solid 

phase has been studied using UV absorption techniques [10-12] , sampling methods [13], 
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gas sensors [14], nuclear magnetic resonance [15], and injection of an isolated or stream 

of tracer bubbles [10]. The rate of mass transfer from fluidizing gas to light and large 

solid particles has also been the subject of many studies using many different 

experimental techniques, such as combustion of char/coal/carbon particles [16-20], 

evaporation of liquid from the surface of porous particles [21, 22], and sublimation of 

naphthalene particles [20, 23-26]. The rate of mass transfer is predicted based on the 

dimensionless mass transfer numbers (e.g. Sherwood) with semi-empirical correlations 

and theoretical approaches [27-29]. Note that these techniques possess some 

disadvantages like high costs or the use of unsafe gases, and also they often lack the 

required spatial and temporal resolution. Kai et al [30] measured the overall mass transfer 

coefficient between gas (bubble phase) and solids (emulsion phase) at ambient 

temperature in a fine particle fluidized bed and concluded that the rate of mass transfer 

were affected by the flow patterns of bubbles. This further highlights the shortcomings of 

experimental techniques that are not capable of intrinsically capturing the complexity of 

non-linear interactions between gas and solid particles. 

In recent years, the first-principles based computational fluid dynamics (CFD) has 

emerged as a powerful and vital tool in modeling thermochemical reactors such as 

gasifiers. CFD allows to explore complex phenomena within a fluidized bed, including 

mass and/or heat transfer rates, and gas-solid, catalytic, or homogeneous reaction rates. 

These objectives are achieved by solving a set of conservation equations for mass, 

momentum and species, over spatially resolved grids, with necessary closure relations 

accounting for the discrepancy between fully resolved motion of particle and the 
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continuum approximation.  The most popular CFD modeling approaches being the 

Eulerian–Eulerian two-fluid model (TFM) [31] and the Eulerian–Lagrangian discrete 

particle model (DPM) [32]. The kinetic theory based TFM appears to be computationally 

less expensive and has been extensively validated with experimental studies [33-38].  

In its early development, most of the CFD studies have focused on 

hydrodynamics, solid motion and heat transfer rate in gas-solid fluidized beds [3, 26, 39-

43]. In contrast, limited numbers of researches have carried out the measurement of the 

rate of mass transfer in gas-solid fluidized beds. More specifically, most of the CFD 

studies on mass transfer are focused on monodispersed solid or multi-solids phase with 

uniform particle sizes [44-46], emphasizing the effects of meso-structure (i.e. particle 

cluster) on momentum and mass transfer between gas and solid phases [47, 48]. A good 

review of this is provided in [49]. Additionally, most of the CFD works have used 

instantaneous flow dynamic properties in semi-empirical and theoretical correlations to 

calculate the mass transfer in fluidized beds [42, 43, 50]. For example, CFD can be used 

to predict local gas velocity, which can be used in empirical or semi-theoretical 

correlations for predicting mass transfer rates [51]. However, using an empirical 

correlation in a CFD model fails to fully exploit the potential for CFD. Despite the 

importance of the rate of mass transfer phenomenon in fluidized beds of large and light 

fuel particles in a bed of finer and heavier particles, there has so far not been much 

attempt to study it numerically. 

Recently, Scala [52] reviewed the available semi-empirical and theoretical 

correlations that are used to calculate the experimental rate of mass transfer in large and 
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light fuel (active) particles in a bed of finer and heavier (inert) particles fluidized bed. 

Theoretically, he showed that the mass transfer rate per area between gas and large 

(reactive) particles decreases with increasing the mass fraction of reactive particles in 

such fluidized bed. However, no experimental data was provided to verify that 

phenomenon.  

The above literature review clearly shows the deficiency of information regarding 

the rate of mass transfer in large and light fuel particles in a bed of finer and heavier 

particles.  Further experimental and CFD studies are needed to better understand mass 

transfer rates in fluidized bed gasification of light fuel particles (biomass) in a bed of 

finer and heavier (inert) particles. The objective of the present work is to study the rate of 

mass transfer between fluidizing gas and large and light fuel particles in a bed of finer 

and heavier particles - both experimentally and computationally.  

The rate of mass transfer is investigated in lab-scale fluidized bed by measuring 

the adsorption rate of water vapor on the surface of light and large hygroscopic silica gel 

particles in a bed of finer and heavier bronze particles. The physical setup is numerically 

simulated using the TFM by two approaches, one simplistic using semi-empirical 

correlations, and the second exploiting the full potential of CFD.  

4.2 Froessling correlation for fluidized bed application 

The exact analytical solution to the set of equations describing the boundary layer 

problem for mass transfer around a sphere in a gas-solid fluidized bed is not available. 

Empirical and semi-empirical correlations are typically used to correlate experimental 

results to calculate mass transfer rate. Such an extensively used correlation, proposed by 
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Froessling [27], has both diffusive and convective components. Chakraborty and Howard 

[16] modified the Froessling correlation for application to fluidized bed reactor by 

accounting for effects of bed voidage, ε, on the diffusive component. 

            
 

    
 

         (1) 

Where Sh, Re and Sc are the dimensionless Sherwood, Reynolds and Schmidt number, 

respectively. Equation (1) accounts for the effect of bed voidage on the diffusive 

component but ignores surface area effect on the convective component. In a fluidized 

bed, mass transfer is limited because other particles will tend to interfere with mass 

transfer, either by directly covering the surface area, or by blocking diffusion, or by 

actually capturing the gaseous species before it diffuses to the particle surface. This 

additional resistance to mass transport should be considered for both diffusive and 

convective parts of the equation, and the average interstitial velocity, (U0/ε) should be 

used to calculate Reynolds number to more closely reflect the boundary layer flow. With 

these two modifications, the modified form of equation (1) would be 
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Where ρ and μ are the fluid density and viscosity, respectively.  dp is the particle diameter 

and Re= ρU0dp/ μ. 
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Although, the local instantaneous bed void fraction and Re are unknown for 

experimental conditions but, for a CFD simulation, these quantities can be obtained 

easily. For experimental case, an average bed voidage can be used for mass transfer 

rate calculation.  

4.3 Experiment section  

4.3.1 Material 

In the present study, a small number of hygroscopic silica gel particles are 

used as light, large (reactive) particles [53]. The median diameter (d50) of silica 

gel particles is 3.5 mm with a size range of 2 to 5 mm. Bronze powder, with a size 

distribution of 45 to 125 µm, represented small, dense (inert) bed materials. 

4.3.2 Apparatus and procedure 

Experiments were conducted in a perspex column with inner diameter 6 cm and a height 

of 50 cm. A simplified schematic of experimental setup is shown in Figure 4- 2. Two 

sheets of fine mesh screen are used to prevent particles falling into the windbox and 

ensured a pressure drop across the distributor of at least 30% of the pressure drop across 

the bed alone at minimum fluidization. A mass flow meter with a controller is used to 

measure dry air flow rate. Two transmitters, (Vaisala Combined Pressure, Humidity and 

Temperature Transmitter, PTU300), one at the inlet and the other at the outlet of 

fluidized, is used to measure pressure, temperature and absolute humidity. 
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Figure 4- 2. Simplified schematic of experimental setup. 

Initially, bronze particles are added in the fluidized bed and fluidized with dry air 

to establish a quasi-steady fluidization. Dry air flow rate is kept constant at 15 liters per 

min (superficial velocity = 8.84 cm/s). When fluidization has reached at quasi-steady 

state, dry air has flowed through water to produce humid air and to fluidize bronze 

particles. After bubbling through water, the air fed to the fluidized bed has humidity 7.0 g 

H2O/ kg dry air, which is equivalent to 50% relative humidity at this temperature. All 

experiments are performed at atmospheric pressure and at room temperature.  

The bed of inter solids is fluidized with humid air until there absolute humidity 

reading from outlet approaches that of the inlet. At this time, a mass of silica gel particles 

is quickly added. Three different quantities of silica gel particles, 6.3 g, 9.4 g, and 12.7 g 

is used in different experiments. The mass of bronze particles was kept constant at 660 g 

in all experiments. When the absolute humidity at the outlet has nearly reached that of the 

inlet, it is assumed that silica gel particles are saturated with water and there is no more 
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mass transfer. Experiments are repeated two times for 6.3 g of silica gel to ensure 

consistency. The data acquisition frequency is 1Hz.  

4.3.3 Experimental results 

4.3.3.1 Rate of mass transfer 

The rate of mass transfer measurement was calculated from the measured 

pressure, temperature and humidity. The rate of adsorption of water vapor by silica gel 

particles is computed from the measured absolute humidities before and after the 

fluidized bed, and from the known air flow rate. 

 

Figure 4- 3. This graph shows the measured absolute humidity in exhaust from the 

fluidized bed Cout, as a function of time, and the calculated rate of adsorption rad. Mass of 

silica gel was 6.3 g. 
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Figure 4- 3 shows representative recorded data of absolute humidity at the fluidized bed 

outlet and the corresponding rate of adsorption. The absolute humidity of inlet air was 

kept constant at 7.0 g of water vapor per kg of dry air throughout the duration of the 

experiment. The outlet humidity initially changed rapidly, reflecting a rapid rate of 

adsorption. Over time, the humidity in the outlet air approached that of the inlet air, 

reflecting a reduced rate of adsorption. 

The driving force for mass transfer of water is the difference in water 

concentration (humidity) between the surrounding air and in that at the surface of the 

silica gel. At any moment the thermodynamic equilibrium concentration of water vapor, 

Ceq (t), at the surface of the silica gel particle is calculated from the correlation proposed 

by Ng et al. [54] for water-silica gel system and using ideal gas assumption for water 

vapor.   

       
            

    
 (   (

    

    
))

  

                                  [    ]     (4) 

Where χ(t) is the mass fraction of condensed water in silica gel particles. The 

instantaneous mass of water vapor at the inlet and outlet are calculated from the absolute 

humidity readings, and the balance of the water vapor mass between inlet and outlet is 

rationalized with silica gel mass to obtain χ(t). T(t) is the temperature in kelvin. Figure 4- 

4 shows the interphase water vapor concentration at the surface of silica gel particles. As 

moisture diffuses to the surface of the silica, it is adsorbed, resulting in increased 

moisture, (t). The interphase vapor concentration, calculated from equation 3, increases 
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with time. An increase in interphase vapor concentration results in a decreased driving 

force for mass transfer and a reduced adsorption rate, as shown in Figure 4- 3.  

 

 

 

Figure 4- 4. Equilibrium water vapor concentration at the silica gel particle surface 

(6.3g). 

As described earlier, the driving force for mass transfer is the difference between 

the moisture in the bulk gas and the moisture at the silica surface. In a fluidized bed, the 

gas flow is complex, and not well described either by plug flow or well mixed 

assumptions. Clearly, the driving force for mass transfer at the inlet is greater than that at 

the outlet. Here, we use a log mean, concentration,          , calculated based on the 

inlet Cin (t), interphase and outlet Cout (t), 
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Finally, the instantaneous mass transfer coefficient kc (t), is calculated using the 

rate of water vapor adsorption by silica gel and logarithmic mean concentration 

differences.  

      
       

            
         (6) 

Where As is the surface area of all silica gel particles. Figure 4- 5 shows the measured 

mass transfer coefficients for three amounts of silica gel particles. In each experiment, the 

mass transfer coefficient drops a bit during the initial few minutes. For two of the 

experiments, kc held constant after the initial decrease, and in the third experiment, the 

rate gradually increased over time. 

  

Figure 4- 5. Mass transfer coefficient for different amounts of silica gel particles. 

In an ideal case, mass transfer coefficients should be constant with time. 

However, the experimentally measured mass transfer coefficients do change over time. 
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This may be due to the internal pore diffusion resistance for mass transfer inside silica gel 

particle, as reported by Sun and Bresant [55]. In such scenario, the water vapor diffusion 

resistance competes with the corresponding internal pore diffusion resistance.  

A summary of the experimental results is shown in Table 4- 1. The rate of mass transfer 

decreases with increase of the mass of silica gel particles. The detail discussion on this is 

given in the following section. 

Table 4- 1. Summary of mass transfer coefficient for silica gel-water vapor system. 

Mass of silica 

gel, g 

Mass transfer coefficient, kc, m/s 

Maximum Minimum Average value  

6.3 0.015 0.010 0.011 

9.4 0.013 0.007 0.009 

12.7 0.009 0.006 0.007 

4.3.3.2 Effect of mass of silica gel on mass transfer 

As shown in Figure 4- 5, the rate of mass transfer is affected somewhat by the mass of 

silica gel particles added to the bed. While only three data points, there seems to be a 

clear trend that kc decreases with increasing the mass of silica gel particles. From 

experimental observation, silica gel particles behave as flotsam, floating near the top of 

the fluidized bed due to the high density difference with inert bronze particles, giving rise 

to complete particles segregation.  Pallarès and Johnsson [56] tracked a phosphorescent 

large and light tracer particle in a bed of finer and heavier particle by means of video 

recording and showed that tracer particle preferentially stays near the wall and close to 
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the bed surface, and that behavior was observed in these experiments. These 

consequences ultimately affect the rates of adsorption of water vapor.  

 

Figure 4- 6. Cartoon showing the effect of multi-particles on the concentration contour of 

adsorbing gas. The filled circle represents adsorbing solid (silica gel) particle surrounded 

with inert solid powder (gray color). 

We propose here a hypothesis to explain why increasing the mass of silica 

particles results in reduced mass transfer coefficient. Figure 4- 6 (a) shows the contours 

of water vapor concentration around a silica gel particle (filled circle) in a bed of finer 

and heavier particles. By adding another silica gel particle, the concentration of water 

vapor around those particles is perturbed (Figure 4- 6 (b)) and this process continues 

(Figure 4- 6 (c)) with addition of more particles. Similar to concentration, Cornish [57] 

first pointed out that the rate of heat transfer from a sphere is decreased when other 

spheres are adjacent to it. It is reasonable to expect that the contours of individual silica 

gel particles will overlap with one another. A significant consequence is that the gas 
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surrounding the individual particles loses moisture to other ―competing‖ particles. Thus, 

the rate of mass transfer to an individual particle is reduced by the presence of nearby 

competing particles. 

Perturbation or density function theory [58] is introduced to explain the effect of 

multiple particles in the system. The idea is to start with a simple system for which a 

mathematical solution is known, and add a weak disturbance to the system. Often times, 

such solution gives a power series. A simplified approach is proposed to account the 

effect of multiple silica gel particles on mass transfer rate as 

                          (7) 

Where k0 is the rate coefficient measured for a single particle and κ is assumed as the 

weak disturbance accounted from other particles. The number of silica gel particle, N, is 

estimated from the total mass of silica gel, assuming uniform spheres of density 2210 

kg/m
3
. If values for kc are known for several values of N, the value of k0 and κ may be 

calculated using any nonlinear regression method, e.g, the residual minimization 

Levenberg-Marquardt. In this case, we found k0 = 0.018 m/s and κ = -3.78 ×10
-3

.  

Figure 4- 7 shows the experimentally measured mass transfer coefficients 

as circles, along with the equation 6. The fit is reasonable. For an infinite number 

of particles, the value of mass transfer coefficient approaches zero, as the bed fills 

with silica gel and no moisture can penetrate the bed. For such a system, this 

correlation will not be applicable.  
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Figure 4- 7. Perturbation model and experimental measurement of mass transfer 

coefficient for different number/mass of silica gel particles. 

4.4 CFD simulation 

A common technique for simulating multiphase flows is the Eulerian-Eulerian 

Two-Fluid Model (TFM), which treats each phase (gas and solid) as interpenetrating 

continua. The TFM was used in this to simulate the lab-scale fluidized bed used to collect 

the data shown in Figure 4- 2. The TFM equations are coupled through constitutive 

relations [31]. The inter-particle interactions are modeled using the solids stress tensor, 

which is evaluated using the frictional theory by Schaeffer [59] in dense regions of the 

bed and the Kinetic Theory of Granular Flow [33] in dilute pockets of the bed. The 

interphase momentum transfer between gas and solid phases are coupled by drag force 

computed using Syamlal-O‘Brien model [37]. The mass conservation of gas species are 

incorporated in the CFD through species conservation equations. Further details 
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regarding the TFM, governing equations and numerical technique can be found in [60, 

61]. 

The modified phase coupled SIMPLE scheme, which uses a solids volume 

fraction correction equation instead of a solids pressure correction equation, is used for 

pressure–velocity coupling with a second-order SuperBee spatial discretization schemes. 

A combination of point successive under relaxation and biconjugate gradient stabilized 

method (BiCGSTAB) method is employed for the linear equation solver. A maximum 

residual at convergence of 10
-04

 is set to improve the accuracy of the continuity and 

momentum equations solution. An automatic time-step adjustment with a maximum and 

minimum time-step of 5x10
-04

 s and 10
-07

 s respectively, is used to enhance the 

computation speed.  

Table 4- 2. Summary of simulation parameters. 

Particle diameter, (µm) 85 

Particle density, (kg/m
3
) 8800 

Maximum solid packing 0.58 

Uniform inlet velocity, U0 (cm/s) 8.84 

Coefficient of restitution 0.90 

Angle of internal friction, (°) 30 

Fluid viscosity, (kg/m/s) 1.8 x 10-5 

Diffusivity of water vapor in air, (m
2
/s) 2 x 10-5 

Density of humid air, ρg (kg/m
3
) 1.17 

Initial bed height, (cm) 5.50 

 

 

 All the simulations are conducted in 2-D Cartesian coordinate. The initial 

conditions specify the gas flow as one dimensional at the superficial air velocity. A 
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constant pressure is specified in all horizontal planes up through the bed of particles. The 

upper section of the bed, or freeboard, is assumed to be occupied by gas only. The lateral 

walls are modeled using no-slip velocity boundary conditions. Dirichlet boundary 

conditions are employed at the distributor to specify a uniform gas inlet velocity. Pressure 

boundary condition is fixed at the top of the freeboard. Gas phase boundary is set as no-

slip and solid phase boundary is set as partial-slip. The other physical and assumed 

parameters used in the simulation are listed in Table 4- 2.  

 The computational domain is selected as 60 mm (width) × 120 mm (height), and 

is discretized by using a structured mesh of 4,608 (48 × 96) quadrilateral cells. To ensure 

that the numerical solution is not dependent on the grid size, we have tested other grids 

and found that the results are not sensitive when the mesh includes more than 4,200 cells. 

This observation is also corroborated with the recent grid study by [62].   

 

4.4.1 Validation  

Prior to using the CFD simulation to analyze the mass transfer phenomenon it is 

important to validate the simulation. As in previous studies [34, 37, 63], in this present 

study CFD simulation is validated by comparing the time averaged pressure drop 

between simulations and experiments. The experimental average pressure drop for 6.3 g 

silica gel particles is measured as 2.41 kPa with standard deviation, 0.101 kPa. The 

average pressure drop calculated from numerical simulation is 2.44 kPa with standard 

deviation 0.135 kPa. The measured and predicted average pressure drop and the 
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amplitude of pressure fluctuation show excellent agreement. Note experimental data 

saving frequency is low (1 Hz) compared to simulation (100 Hz).  

4.4.2 Estimation of mass transfer coefficient using empirical correlation and CFD 

The average size of the finer and heaver inert particles (bronze) and the light and 

large particles (silica gel) are 85 µm and 3500 µm, respectively. The size and density 

ratios of these particles are 41 and 0.25, respectively. These two particles exhibit very 

different fluidization characteristics, and the bed is very much segregated [56]. The silica 

gel mass fraction used in the experiment is less than 2% of the total solids, which limits 

the application of the TFM as this model assumes all phases as continuous. At such a low 

volume fraction, it is not reasonable to assume a continuum of that phase, although gas 

and fine particles may well behave as continua. A combined Eulerian-Lagrangian discrete 

particle model (DPM) could solve this problem treating the inert bronze solid as 

continuous and the silica gel particle as discrete phase. But for detecting the particle-

particle contact in DPM, the size of the smaller grid is important for the contact detection.  

Mio et al. [64] reported that the size of the calculation grid must be about 1.5 times the 

particle diameter.  In this case, numerical grid should be about 5.2 mm, more than 60 

times the grid size for small particles which is too coarse for the TFM [65]. Thus, we 

have ruled out use of a hybrid Eulerian-Lagrangian approach.  

Instead, the hydrodynamics of a fluidized bed consisting of moist air and bronze 

particles is simulated. Silica gel particles are assumed to move much more slowly than 

gas or fine particles, and are relatively stationary on the bed surface. Using this approach, 

local gas velocities and void fractions are sampled near the bed surface, which allows use 
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of an empirical correlation to predict mass transfer coefficient. In this case, we have used 

the modified form of Froessling correlation (equation (2)). Since bubble eruption in a 

fluidized bed is nearly random i.e. bubbles can break at any position at the bed surface, 

two positions – near center (xc = 28-33 mm, yc = 51-56 mm) and near wall (xw = 47-52 

mm, yw = 51-56 mm) are chosen to represent silica gel particle at each position. Thus, 

two domains inside of the simulated bed (5 mm by 5 mm) are selected to represent the 

locations of stationary silica gel particles, which are not otherwise included in these 

simulations within each square, the velocities and void fractions are spatially averaged at 

any moment in time to compute the mass transfer coefficient using equation (1 & 2). 
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Figure 4- 8. Semi-empirical prediction of the mass transfer coefficient, kc, for two 

different positions on the bed surface 

Figure 4- 8 shows the mass transfer coefficient values calculated using 

Froessling‘s [27] semi-empirical correlations reported in equations (1 & 2) for the two 

selected locations near the bed surface. At both positions, the computed rate coefficient 

values fluctuated with time, reflecting the unsteady behavior of fluidized beds. In 

equations (1 & 3), the diffusive component (2ε) is varied with gas distribution. In 

fluidized bed, large bubbles rise rapidly compared to small bubbles through the bed and 
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increases the convective transport rate between gas and solids which, consequently, 

enhances the rate of mass transfer. This change of convective rate evolving from bubble 

size variation causes the change of mass transfer rate coefficient. In Figure 4- 8 (a), the 

average rate coefficients value at center (0.0317 m/s) and near the wall (0.0325 m/s) 

differ marginally from each other. Thus, the mean of the two average value of the rate 

coefficients is presented. Similar argument is true for Figure 4- 8 (b). The average rate 

coefficient value calculated using equation (1) (Figure 4- 8 (b)) is about 20% higher than 

the corresponding average value calculated using equation (3) (Figure 4- 8 (b)). As 

discussed before, equation (1) considers only the diffusive resistance but ignores the 

convective resistance due to the reduction of void volume by the surrounding solids. 

Consequently, it predicts a higher mass transfer rate between gas and solids. 

The average mass transfer coefficient predicted by semi-empirical correlation 

using numerical simulation data agrees reasonably with the measured rate coefficient k0, 

which is calculated using equation (7). Note this predicted rate coefficients are shown for 

a single silica gel particle. In order to compare with experiment, the measured rate 

coefficient for single particle is obtained from equation (7) using the three measured rate 

coefficient values shown in Table 4- 1. The consideration of convective resistance in the 

Froessling correlation (equation 3) improves the prediction accuracy comparing with the 

experimental measurement. 

4.4.3 Estimation of mass transfer coefficient using CFD and Fick’s law 

In the above approach, silica gel particle is not included in the numerical 

simulation. For the second approach, a stationary silica gel particle with a mean diameter 
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of 3.5 mm is added near the bed surface as a boundary for flow of the two continuous 

phases. Adsorption of water vapor by silica gel particle is simulated by solving the gas 

species mass conservation equation in the CFD simulations.  
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where, Xgi, Dgi and Rgi are the mass fraction, diffusivity, rate of generation/consumption 

of the of gas species i, respectively. Ugj is the gas velocity in j-direction. Adsorption at 

the surface happens by an instantaneous reaction. 

 

In CFD simulation, only water vapor from the inlet gases is allowed to adsorb by the 

silica gel particle, which is also the case for experimental procedure.  A 50% relative 

humid air, same as experiment, is used in the simulation as the inlet gas. Three different 

cases are studied– a single silica gel particle placed on the surface close to the wall, a 

single silica gel particle placed on the surface at the center, and two silica gel particles 

placed on the surface, one at the wall and the other in the center. In the first two cases, the 

location of silica gel is varied to examine the effect of local gas and solid velocities while 

the latter case is selected to investigate the effect of multi-particles on mass 

transfer.  Note the volume fraction of the silica gel particle is negligible compared to the 

inert bronze particle used in the CFD simulation. So, it is assumed that silica particle does 

not influence the flow of the bulk phase.  Figure 4- 9 shows representative snaps of CFD 

simulations for the three cases described above.  The white spheres located near the 

surface indicate the stationary silica gel particles. 
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Figure 4- 9. Instantaneous void contours with gas velocity field for stationary silica gel 

near: (a) wall, (b) center and (c) wall and center. The white circle represents silica gel 

particle. 

 

Figure 4- 9 shows time-averaged water vapor concentration in the lateral direction for 

two axial positions – one curve shows the lateral concentration profile at the height of the 

silica gel particle (Ho), and the other shows the profile above the particle (Ha). In each 

case, the presence of the particle is readily visible, with 0 concentration. Around the silica 

gel particle, water vapor shows a concentration gradient. The concentration gradient 

diminishes above the silica gel surface. 
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Figure 4- 10. Time-averaged water vapor concentration, ρvapor, at and above the surface of 

the silica gel particle when silica gel placed at: (a) wall, (b) center and (c) wall and center. 

 

These results are analyzed in a manner analogous to the experimental data. The 

rate of mass transfer and corresponding rate coefficient are calculated from the rate of 

adsorption of water vapor of silica gel particle using equation (5). The rate of adsorption 

of water vapor is computed from the CFD simulation data as 

       ∬                          
         (9) 
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Note the equilibrium water vapor concentration at the particle surface is set zero while 

calculating the log mean difference (equation 4) as water vapor adsorption at the silica 

gel surface is instantaneous. For this reason, the CFD result is expected to overestimate 

the rate of mass transfer. 

Figure 4- 10 shows the mass transfer coefficients computed from the numerical 

simulations for the three cases described above. For all three cases, the mass transfer 

coefficient values represent a wide range of scatter distribution with time. As continuous 

bubbling changes the gas availability for mass transfer around the silica gel particles, the 

rate of mass transfer changes as well. If silica gel particle is fully submerged in fine inert 

solids (i.e. low gas availability), both convective and diffusive resistance is high which 

results a slower mass transfer rate. Similarly, if a rising bubble engulfs a silica gel 

particle, the rate of mass transfer increases due to high gas availability.  
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Figure 4- 11. Distribution of mass transfer coefficient for different position of silica gel 

particle.  

 

In Figure 4- 11(a), the average rate coefficients value calculated for silica gel at 

center (0.0455 m/s) and near wall (0.0420 m/s) differ marginally from each other. Thus, 

the overall average rate coefficient value is presented in Figure 4- 11(a). However, these 

predicted average mass transfer coefficients are nearly double the measured average rate 

coefficient k0. In experiment, the rate of mass transfer decreases as the amount of water 

vapor inside silica gel particles increases with time, as shown in Figure 4- 5. In contrary, 

the adsorption reaction of water vapor on the surface of silica gel particle is set 
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instantaneous with an infinite reaction rate constant, and, consequently, a high rate of 

mass transfer is accounted in CFD simulation.  

As discussed and shown in Figure 4- 6, the rate of mass transfer is affected by the 

presence of multiple light and large silica gel particles. Similar to the experiments, CFD 

simulation also shows a decrease in the rate of mass transfer for multiple silica gel 

particles. Figure 4- 11(b) highlights the effect of multiple silica gel particles on mass 

transfer rate coefficient.  The average rate of mass transfer coefficient is decreased by 

22% by the presence of nearby adsorbing particles. And the difference between CFD 

prediction and experimental measurement is reduced as well. The restriction of the flow 

spaces between the particles results in sheer velocity gradients of the gas phase, thus 

resulting in greater shearing stresses and an increase in resistance of the gas flow. The 

decrease of gas flow penetrating through the finer and heavier bronze particles to silica 

gel causes a high convective resistance in addition to the diffusion resistance for mass 

transfer.  

Note that the semi-empirical correlation fails to capture this complex gas-solid 

interaction which highlights the shortcomings of its application in predicting the rate of 

mass transfer in fluidized bed. This comparative analysis suggests that, although, 

computationally, the solution of species conservation equation is very expensive, it 

should be preferably performed for complementing the CFD results with experimental 

measurements. 
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4.5 Conclusion 

In this study, the rate of mass transfer between fluidizing humid air and light and 

large silica gel particles is measured and simulated in a lab-scale bubbling fluidized bed. 

The rate of adsorption of water vapor by silica gel particles decreases with time. 

Experimental and simulated results show that the average interphase mass transfer 

coefficient decreases with the increase of mass of silica gel particles in the bed. The 

influence of mass of silica gel particles the interphase mass transfer coefficient has been 

explained by accounting for the influence of nearby ―competing‖ particles. An 

exponential equation describes satisfactorily the effect of multiple fuel particles on mass 

transfer coefficient.   

A modified form of Froessling‘s semi-empirical correlation to compute the mass 

transfer rate coefficient is suggested for its application in gas-solid fluidized bed 

simulation. Modification considers both the resistances from diffusion and convection of 

gas through solid phase. Using that modified correlation and the hydrodynamic properties 

of the inert solid and fluidizing gas obtained from CFD simulation, the computed mass 

transfer coefficient highlights the shortcomings of semi-empirical correlation for the 

complete description of mass transfer phenomenon in fluidized bed. Similar to 

experimental method, the rate of water vapor adsorption and the effect of multiple silica 

gel particles are investigated through CFD using an instantaneous reaction on the surface 

of the silica gel particle. The measured and simulated mass transfer coefficients show 

very good agreement. It is also shown through numerical simulations that the mass 

transfer coefficient decreases with the increase of number of silica gel particles. Thus, the 
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kinetic theory based CFD simulation can successfully be used to compute the mass 

transfer. coefficients, by solving the species conservation equations, required for 

fluidized bed reactor designs, without using such parameters as inputs.  
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 CHAPTER 5  

 Grid effect on bed expansion of bubbling fluidized beds of Geldart 

B particles: a generalized rule for a grid independent solution for 

TFM simulations 

Abstract  

Numerical simulation of gas-solid fluidized beds based on the kinetic theory of 

granular flow shows a strong dependence on domain discretization. Bubble formation, 

bubble size and shape are largely depended on discretization and the lack of proper scale 

resolution leads to inaccurate prediction of fluidization hydrodynamics. In this study, grid 

independent solution of the two fluid model (TFM) has been studied by comparing the 

bed expansion obtained from numerical simulation with experimental results and 

empirical predictions. It is observed that the grid independent solution of the TFM model 

possesses reliance on Geldart B bubbling fluidized beds. For Geldart B bubbling 

fluidized beds, grid independence is achieved with grid resolution equal to 18 times the 

particle diameter. The result is compared with previously published works. This will 

serve as guideline for choosing the appropriate grid size and to minimize time and 

expense associated with large simulations.  
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5.1 Introduction 

Bubbling fluidized beds are widely used in the process industries, such as 

chemical, petroleum, pharmaceutical, agricultural, biochemical, food, electronic, and 

power-generation. Despite their widespread application, much of the development and 

design of fluidized bed reactors has been empirical due to the complex flow behavior of 

gas–solid systems. Therefore, a comprehensive study of the bed expansion characteristics 

of bubbling fluidized bed is crucial for several reasons:  In reactive fluidized-bed 

systems, the information on mass of solids per unit bed volume (the bed density) is 

important because this influences the chemical conversion[1]. Hydrodynamics has 

profound effects on mass transfer rates and hence reaction rates. Bed expansion gives the 

bed voidage, which is necessary to predict the heat transfer coefficient, and the bed 

height, which may determine the heat transfer surface. It has been suggested that the bed 

expansion can be used for velocity load turn-down, i.e. to adjust the heat transfer 

automatically to different loads on a boiler [2].  

To advance the knowledge of the bed expansion characteristics and also to obtain 

empirical correlations for design purposes, a great deal of experimental and theoretical 

studies have been dedicated in the past few decades using Geldart A and Geldart B 

particles [1-8]. Bed expansion is profoundly affected by bubbling phenomena, which in 

turn is determined by gas flow rate, physical properties (e.g., particle diameter and 

density, gas density and viscosity) and by bed design (column diameter, distributor 

design). Until now, a single universal correlation has remained elusive.  



117 

 

In addition to those experimentally derived empirical or semi- empirical 

approaches, first-principles-based computational fluid dynamics (CFD) has become an 

emerging and effective tool to explore the complex hydrodynamics behavior in gas-solid 

fluidized bed. Complex hydrodynamics and transport phenomena can be explored 

intimately by CFD in ways unavailable by an experimental approach. CFD can provide 

insight useful for scale-up, design, or optimization [9-11]. Different approaches have 

been taken to apply CFD methods to fluidized beds, including direct numerical 

simulation (DNS) [12], discrete particle method (DPM) [13] and two-fluid method 

(TFM) [14]. Among these methods the TFM appears to be the model which has best 

potential to be used for large-scale fluidized beds, due to relatively smaller computational 

cost. The general idea in formulating the TFM model is to treat each phase (fluid and 

solid) as an interpenetrating continuum, and therefore to construct integral balances of 

continuity, momentum and energy for both phases, with appropriate boundary conditions 

and transfer conditions for phase interfaces. The phase said to represent solids has 

proprieties found by application of the kinetic theory of granular materials [15]. The TFM 

applies averaging techniques and assumptions to obtain momentum balance for the solids 

phases since the resultant continuum approximation for the solid phase has no equation of 

state and lacks variables such as viscosity and normal stress [16]. The TFM equations are 

coupled with constitutive relations derived from data or analysis of nearly homogeneous 

systems [15]. The interphase momentum transfer between gas and solid phases are 

coupled by drag force. Numerous correlations for calculating the drag coefficient of gas–

solid systems have been reported in the literature, including those of Syamlal and O‘ 

Brien (1989) [17], Gidaspow (1994) [15], and Wen and Yu (1966) [18]. 
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It is well accepted that gas-solid flows exhibit heterogeneous structures over a 

wide range of length and time scales. However, TFM equations are usually closed with 

constitutive laws that are based on the assumption of homogeneity at the level of 

computational cells. In order to capture the prevailing phenomena in gas-fluidized beds, 

the grid size used in numerical simulations should be sufficiently small[19-27]. When 

these structures are not properly resolved, drag force can be significantly overestimated 

as reported for riser flows and circulating beds [21, 28]. Literature studies on the grid 

sizes required for grid-independent solutions suggest very fine grids, of the order of 2–4 

particle diameters for Geldart A systems for bubbling beds [20, 29] and 10 particle 

diameters for circulating and riser flow simulations [26]. However, there is no such 

guidance for simulating bubbling fluidized bed of Geldart B particles. Using CFD study, 

Cloete et al. 2015 showed that grid-independent solution of TFM applied in fluidized bed 

simulation for 200 µm particles can be obtained with a grid size of 7.8 particle diameters. 

The same study claimed to obtain a grid-independent TFM solution at 98.4 particle 

diameters for 1000 µm particle [30]. However, these claims were not validated against 

experimental evidence.  

An extensive literature review (Table 5- 1), shows that different research groups 

have reported grid-independent solutions for TFM for simulations of bubbling fluidized 

bed of Geldart B particles by comparing different experimental parameters such as bed 

expansion, axial and lateral solid concentration, solid velocity profile, pressure 

fluctuation for different type and size of particles and for different bed geometries [8, 31-

39]. 
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Table 5- 1. Experimental investigations used for CFD grid independency validation 

  Fluidized bed   Bed particles   

Bed 

type   

    Remarks  

  

Investigator *Dc, m Hc, 

m 

h, m Type ρ, 

kg/m
3
 

dp, 

µm 

U0/umf  (Conclusion 

 based on) 

(Taghipour, 

et al., 2005) 

0.28 x 

0.025 

1.0 0.40 Glass 

beads 

2500 250 

~ 

300 

Pseudo 

2-D 

1.00 ~ 

12.30 

Average experimental 

bed expansion and 

pressure drop 

(H. Wang, 

et al., 2006) 

0.14 x 

0.14 

2.8 0.20 Sands 2600 300 Pseudo 

2-D 

3.33 ~  

16.67 

Experimental solid 

concentration profile 

(Xie, et al., 

2008) 

0.14 x 

0.14 

1.0 0.20 

- 

0.50 

Silica 2000 400 Pseudo 

2-D 

1.25 ~ 

4.04 

Axial and radial average 

solid volume fraction 

(Busciglio, 

et al., 2009) 

0.18 x 

0.015 

0.8 0.20 

- 

0.36 

Glass 

beads 

2500 212 

~ 

250 

Pseudo 

2-D 

3.00 ~ 

7.00 

Average experimental 

bed expansion 

(Vejahati, 

et al., 2009) 

0.28 x 

0.025 

1.2 0.40 Glass 

beads 

2500 250 

~ 

300 

Pseudo 

2-D 

2.00 ~ 

12.30 

Average experimental 

bed expansion and 

pressure drop 

(Nguyen, et 

al., 2012) 

0.285 x 

0.11 

2.13.

0 

0.62 Silica 2466 250 Pseudo 

2-D 

1.00 ~ 

4.00 

Average experimental 

bed expansion and 

pressure drop 

(Makkawi, 

et al., 2006) 

0.138 1.5 0.20 Glass 

ballotini 

2500 350 3-D 2.00 ~ 

12.30 

Experimental radial 

solid concentration 

profile using Electrical 

capacitance tomography  

(Reuge, et 

al., 2008) 

0.05 1.0 0.20 Alumina 3900 221 3-D 1.80 ~ 

3.20 

Average experimental 

bed expansion 

(Li, 2015) 0.138 1.5 0.20 Glass 

ballotini 

2500 350 3-D 2.00 ~ 

12.30 

Experimental radial 

solid concentration 

profile using Electrical 

capacitance tomography. 

(Asegehegn

, Schreiber, 

& Krautz, 

2012) 

0.32 x 

0.02 

1.2 0.50 Glass 

beads 

2500 246 

~ 

347 

Pseudo 

2-D 

2.50 ~ 

4.00 

Average experimental 

bed expansion and 

pressure drop  

* Column width/diameter, Dc; Column height, Hc; Solid bed height, h; Particle density, ρ; 

particle diameter, dp; Superficial gas velocity, U0; minimum fluidization velocity, umf 
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The grid sizes reported by researchers listed in Table 5- 1 as grid-independent 

TFM simulations for Geldart B bubbling fluidized bed are presented in Figure 5- 1. Each 

of these data points is validated against experimental results.  

 

Figure 5- 1. Grid size reported for the grid independent solution of TFM applied Geldart 

B bubbling fluidized beds. Data refers to literature listed in Table 5- 1.  δ represents grid 

size.  

 

These results show small scatter behavior. For instance, for particle size of 350 

  , Li 2015 [40] used the experimental data of Makkawi et al. 2006 [38] in their newly 

developed 2.5-D symmetric simulation and reported a lower grid size than Makkawi. 

Clearly, more investigation is needed to better understand the effect of particle size on 

grid independent behavior of Geldart B particle bubbling fluidized bed. 
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Recognizing the importance of bed expansion characteristics for bubbling 

fluidized beds and the effect of particle size on the grid-independent solution of TFM, a 

set of simulations were performed with different particle sizes and different grid sizes. 

Simulation results were analyzed and compared with published experimental result as 

well as with semi-empirical correlations. Effects of particle size on grid independent 

solution of TFM were compared with the data shown in Figure 5- 1.  

5.2 Experimental facility 

Simulation predictions were compared with experimental measurements by 

Geldart [3]. Experiments were carried out in a 30.8 cm diameter perspex column. The gas 

distributor consisted of perforated metal having holes        diameter on triangular 

pitch with        centers making a total of 3100 holes. Two sheets of filter paper above 

and below the perforated plate prevented particles falling into the wind box and ensured a 

pressure drop across the distributor of at least 50% of the pressure drop across the bed 

alone at minimum fluidization. The bed material was sand with a mean particle size of 

275 µm, and was fluidized with air at room temperature. A standard meter-rule marked in 

millimeters, still 35-mm photographs, and 16-mm high speed cine pictures were used to 

measure the bed height visually. 

5.3 Simulation  

5.3.1 Numerical model  

The physical setup described above was simulated as a 2-D fluidized bed using 

the TFM. As discussed above, the TFM is well developed, and has been extensively 
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applied to simulate fluidized beds of various configurations. The  complete set of 

equations is available[41, 42]. An empirical drag model that bridges the results of Wen 

and Yu [18] for dilute systems and the Ergun approach for dense systems is that of 

Syamlal-O‘Brien was used [43] , and was used in this work. 

5.3.2 Flow solver and solver settings 

The National Energy Technology Laboratory‘s (NETL‘s) open-source code 

MFIX was used as flow solver [41]. The modified phase coupled SIMPLE scheme, 

which uses a solids volume fraction correction equation instead of a solids pressure 

correction equation, was used for pressure–velocity coupling. The second-order 

SuperBee scheme was used for the spatial discretization of all remaining equations. A 

combination of point successive under relaxation and biconjugate gradient stabilized 

method (BiCGSTAB) method were used for the linear equation solver. A maximum 

residual at convergence of 10
-03

 was used to ensure the accuracy of the continuity and 

momentum equations solution. First order implicit temporal discretization was used to 

ensure stable and accurate solutions. It has been shown that 2
nd

 order time discretization 

is necessary for accurate solution of fast-moving riser flows with the TFM [44], but this 

is not the case for dense bubbling beds where the vast majority of the bed moves 

relatively slowly. An automatic time-step adjustment with a maximum and minimum 

time-step of 5x10
-04

 s and 10
-07

 s respectively was used to enhance the computation 

speed.  

5.3.3 Geometry and meshing 



123 

 

The dimensions of the fluidized bed are given in Table 5- 2. All the simulations 

were conducted in 2-D cylindrical coordinate with uniform structured grid. It has been 

found recently that 3D simulations show better grid independence behavior than 2-D 

simulations [33], implying that conclusions from 2-D simulations should be safely 

extendable to 3D simulations. Different grid sizes were used in this study to find a grid 

independent TFM solution. In these CFD simulations, the grid size in the radial direction 

(dr) is taken equal to the grid size in the axial direction. The uniform grid size, δ was 

scaled with the particle diameter, dp to define a dimensionless grid size ( ) as: 

  ≡  


dp
           (1) 

In all of the following discussions, mesh size is discussed in terms of this dimensionless 

variable.  

5.3.4 Initial and boundary conditions 

Initially, the settled bed was set to 0.30 m deep for simulations with maximum solids 

volume fraction 0.60. For all simulations, nonzero fluid flow was initiated in the vertical 

direction. The gas pressure was initialized at the value found from static pressure, 

depending on height. The upper section of the simulated geometry, or freeboard, was 

considered to be occupied by gas only at time zero. The walls were modeled using 

partial-slip velocity boundaries, with no-slip for the gas and free-slip for the solid phase. 

Dirichlet boundary conditions were employed at the distributor to specify a uniform gas 

inlet velocity. Pressure boundary conditions were employed at the top of the freeboard, 

where gas exits the geometry. Neumann boundary condition was used for the gas flow, 
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i.e. all flow quantities were given zero normal gradient. The axis of the fluidized bed was 

simulated as a symmetric boundary. 

5.3.5 Simulation summary 

A summary of the physical properties and simulation parameters are given in 

Table 5- 2. 

Table 5- 2. Physical properties of simulation parameters 

Properties Experiment [3] Simulation 

Mean particle diameter, µm 275 275 350 400 

Particle density,  kg/m
3
 2600 2600  2600 2600 

Gas density, kg/m
3
 1.20 1.20 1.20 1.20 

Gas viscosity, 10
6 

kg/m/s 18.0 18.0 18.0 18.0 

Minimum fluidization 

velocity, m/s 

5.60 5.60 7.9
●
  10.7

●
 

Inlet gas velocity, m/s 10.5 10.5 19.0 36.0 

Maximum solid packing 0.60* 0.60 0.60 0.60 

Restitution coefficient 

 

0.90 0.90 0.90 

Angle of internal friction 

 

30° 30° 30° 

Bed diameter, cm 30.8 30.8 30.8 30.8 

Static bed height, cm 30.0 30.0 30.0 30.0 

*Based on measured minimum voidage; 
●
 Wen and Yu correlation [18] 
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5.3.6 Data post-processing 

The bed expansion is used in this study to compare the results between 

experiment and simulation. The instantaneous area-averaged axial solid volume fraction, 

  ̅     , is calculated as a function of the bed height:  

  ̅        
∫ ∫      ℎ          𝜃

 𝜋
 

 
 
 

∫ ∫       𝜃
 𝜋
  

 
 

       (2) 

Where, r and h are any radius and height in the bed from distributor respectively. R is the 

bed radius. The cumulative, instantaneous bed mass at any height (h, t) can be expressed 

as:  

           ∫   ̅       
ℎ

 
           (3) 

Where A is the cross-sectional area of the bed ( R
2
) and    is the particle density. The 

height of the bed that contains a certain mass of the bed particles at any moment of time 

is normalized with the static bed height, H(0) that contains the same mass to obtain the 

expanded height, as proposed by Syamlal and O‘Brien [42]. The bed height as a function 

of time H(t) is then the height at which (H(t),t) = 0.9 (H(0) ,0). 

5.4 Results and discussions 

5.4.1 Effect of grid size on bubble formation  

CFD models can be validated by comparing the time averaged bed height and 

pressure drop between simulations and experiments [8, 36]. While time-average 

predictions such as the gas pressure and the void fraction in the fluidized bed are useful 

for describing the fluidization, these parameters leave out the transient motion of the solid 
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and gas phases and hence, do not provide the complete description of the hydrodynamics. 

For instance, the formation of gas bubbles is one of the most important characteristic 

phenomena of Geldart B fluidized beds. Many important properties of fluidized beds can 

be related directly to the presence of bubbles and are dominated by their behavior. 

Prediction of reaction rates, erosion, and heat transfer, for example, can be done by 

finding representative bubbles by numerical simulation. Relatively small bubbles form at 

the gas distributor. As bubbles rise through the bed, they tend to coalesce stochastically 

and grow. Initial bubble size (at the distributor) depends on many factors, especially 

distributor design and superficial velocity. Here we consider only the effect of grid size, 

assuming a porous plate gas distributor, with uniform velocity [45]. 

 

  

Figure 5- 2. Effect of grid resolution on bubble formation pilot-scale size bubbling 

fluidized bed simulation. This is a snapshot at 1.0 s of simulation time of one symmetric 

part of the fluidized bed.   The left wall of each image is the axis of symmetry.  
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Figure 5- 2 shows a contour plot of gas volume fraction at 1.0 s simulation time 

where, inside the dense bed, the red contours are void of particles; when these regions 

appear below the bed surface, they are recognized as bubbles. Figure 5- 2 shows four 

different contours; each was developed from simulations using increasingly coarse grid 

resolution (left to right).  

Looking at the bottom of each image in Figure 5- 2, it is seen that the initial 

bubble formation depends significantly on the scale resolution of the numerical 

simulations. As the grid resolution decreases, the shape of bubbles formed at the 

distributor become misshaped. As shown in Figure 5- 2, when Δ is 4, numerical 

simulation creates many small and distinct bubbles near the distributor, with bigger 

bubbles above the distributor. By reducing the grid resolution, the shape of these bubbles 

becomes flat (e.g. Δ = 16) and distorts completely (e.g. Δ = 32).  

When Δ is in between 4 and 16, numerical simulation is able to generate bubble 

shapes and sizes that are distinct, and also comparable with literature. This is expected 

behavior of bubbling fluidized beds of Geldart B particles where small bubbles form at 

the distributor, move upward, and coalesce to form large bubbles and erupt at the bed 

surface [1, 46].  

However, this phenomenon is apparently lacking when Δ is 32. This implies that 

if the grid sizes are not sufficiently small enough, the averaged two fluid model (TFM) 

equations that are used to solve the flow fields of a fluidized bed are unable to represent 

the proper hydrodynamic behavior. This lack of scale resolution is therefore important 

factor to consider while reporting results gathered from numerical simulation [20]. 



128 

 

Spatiotemporal structures must be resolved sufficiently to use the homogeneity of flow 

field at the level of individual grid cells. 

5.4.2 Effect of grid size on bed expansion 

Figure 5- 3 shows the instantaneous bed expansion ratio defined as   
    

    
, for 

different dimensionless grid size, Δ. Here H(t) and H(0) are the instantaneous and the 

initial bed heights. For all cases shown, the bed expands initially until it levels off at a 

quasi-steady-state height. We define a time,     
    

  
  where    is the initial gas 

volume fraction in the dense bed (0.4), and    is the inlet gas velocity. For any value of  

and for time < , a single large bubble rises through the bed, until it erupts at the surface, 

after which the bed drops back down to a nearly steady height. After that small initial 

collapse in height, the bed surface fluctuates in a semi ordered manner.  

 

Figure 5- 3. Instantaneous bed expansion for different grid resolutions (275 μm particles).  
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In Figure 5- 3, the bed surface oscillates steadily for all the grid resolutions after 

the initial bed collapse. The initial time to reach quasi-steady state seems to show grid 

dependence.  As the grid size increases, the initial time for quasi steady condition 

increases slightly.  So, simulation data gathered before the value of   are not considered 

for further analysis as the beds have not yet reached a quasi-steady. As shown in Figure 

5- 2, finer grid (Δ < 10) simulations produce many small bubbles at the bottom, which 

coalesce and grow as they move upward. Before bursting at the bed surface, large 

bubbles cause the bed to expand to its maximum. At Δ =16, bed surface oscillates in 

between the oscillation amplitudes of Δ = 4 and 8. However, when Δ is 32, an irregular 

fluctuation is seen and oscillation period is much longer than other small grids. Due to the 

lack of proper spatiotemporal resolution, bubble formation, growth and subsequent 

eruption at the surface shows unrealistic behavior.  

5.4.3 Effect of particle sizes on bed expansion  

Figure 5- 4 shows the bed expansion for different grid resolutions for a mean 

particle sizes of 275 m, 350 m, and 400 m. As described above, when simulation 

reaches a quasi-steady state, the solids distribution in the bed is time-averaged to obtain 

the expanded bed height. Simulation data were saved at a frequency of 100 Hz, and 701 

time-frame data (3.0 -10.0 s) is time-averaged to obtain average bed expansion for all 

simulations. For 275 m, CFD results were compared with Geldart‘s experimental data 

[3] as well as with his predictive correlation [1].  However, to validate the other 

simulation results, bed expansions were compared with semi-empirical correlations for 
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bubbling fluidized beds of Geldart B particles by Geldart [1] and Darton [47] (Table 5- 

2). 

 

 

Figure 5- 4. Average bed expansion for different grid resolution for different mean 

particles size. 
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Table 5- 3. Bed expansion correlations used in this work. 

Author  Correlation 

Geldart [1]  
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It is remarkable to note that for each particle size, a similar pattern is observed, 

with a minimum bed height predicted at some value of . Bed expansion is high for fine 

grid simulations, and then expansion decreases with increasing the grid size and it 

reaches a minimum point where expanded bed height good agreement with Geldart‘s 

experiment [3] as well as empirical predictions (Table 5- 3). This behavior of bed 

expansion can be correlated with the drag force between gas and solid particles. As 

reported by Agrawal et al [21] and Zhang and VanderHeyden [28], drag force is likely to 

be significantly overestimated if spatiotemporal-scale structures are not resolved 

properly, which results in over-predicting bed expansion [48].  

Figure 5- 5 shows the drag coefficient throughout the domain of the fluidized bed 

at one instant. One image is shown for each of four different grid resolutions. As shown 

in Figure 5- 5, at the finest grid there are numerous interactions between gas and solid 

particles almost all calculation cells due to the large number of bubbles formation. When 

the TFM applies volume averaging techniques, required to approximate the particles as a 
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continuum, on such small grid cells (Δ = 4), the over prediction of drag force and, 

thereby, drag coefficient is possible. 

 

Figure 5- 5. Effect of discretization resolution on drag coefficient. Results shown for 275 

µm particles, at t = 5.0 s. 

Recently, Bakshi et al [49] extended Celmins‘ [50] empirical formula for the 

lower bound on the averaging volume used in the TFM for case of homogeneous 

distribution of particles, i.e. no obvious particle clusters, periodic or random, inside the 

averaging volume. They showed that a grid resolution of at least 8 particle diameters is 

required while simulating solid–gas flow using Cartesian grids. Their study also 

suggested that simulations using a grid resolution not conforming to this constraint 

violate the continuum assumption of the TFM and may yield unphysical predictions, 

artifacts of the numerical solution. This conclusion agrees with the average bed 
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expansion calculated from excessively resolved fine grid simulations shown in Figure 5- 

4 for all particle sizes.  

 

Figure 5- 6. Instantaneous gas phase volume fractions for different particle sizes at Δ = 

32. Two images for each particle size are shown. Fluidization conditions are U0= 6 Umf.  

The coarsest grid simulations, on the other hand, are unable to solve the 

spatiotemporal structures. In such case, gas distribution shows very uneven 

characteristics resulting in severe channeling or spouting behavior (as shown in Figure 5- 

2 and Figure 5- 6 at Δ = 32).  The bed exhibits Geldart D type fluidization. Bubbles rise 

more slowly than the rest of the gas percolating through the emulsion causing lower slip 

velocity. Solid particles in such cases try to move upward as an aggregate. A decrease in 
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the slip velocity leads to a higher drag coefficient, thus over-predicting higher drag force 

which results a higher bed expansion.   

It appears from above discussion that grid-independent solution of TFM is 

bounded by lower limit of an average computational cell-volume and by inaccurate 

calculation of drag coefficient at coarse grid simulations. Considering both restrictions, 

results shown in Figure 5- 4, suggests that all of these simulations show a grid-

independent solution for TFM in the neighborhood of 18 particle diameters for a mean 

particle size of 275, 350 and 400    comparing with the empirical prediction of bed 

expansions. These results are also presented in Figure 5- 1. This study shows that particle 

size has small effect on dimensionless grid size for the grid-independent solution of TFM 

for simulation of Geldart B particle fluidized beds.  

The wake-dominated micro-hydrodynamics near the interface of a bubble and the 

dense phase may cause this grid dependency on particle size. Initially it is assumed that 

gas and solid particles are uniformly distributed in fluidized bed. As the gas flows 

through the bed, solid particles‘ movement deviates significantly from the gas 

streamlines, resulting in particle collisions and formation of particle aggregates. Cloete et 

al. [30] defined a particle relaxation time and concluded that smaller particles rapidly 

accelerate into transient eddies. Therefore, slip velocity between small particles and gas 

quickly reaches a steady value. If the grid is not sufficiently fine to resolve rapid 

streamline curvature, the particle will never depart from the gas phase and unrealistic 

flow artifact can be seen. Small particles, therefore, require higher grid resolution to 

perform very fine scale motions in the TFM simulation. However, large particles show 
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relatively higher eddies and have higher relaxation time. They can escape from the 

streamlines and join a particle aggregate. Therefore, a smaller discretization resolution 

(i.e., large grid size) is sufficient to resolve the spatiotemporal structures for simulations 

of large particles. 

5.4.4 Generalized grid size for grid independent solution of TFM 

As presented in Figure 5- 1, the grid size required for grid-independent solution of 

TFM for Geldart B particle bubbling fluidized bed shows small reliance on particle size. 

In this present study, effect of particle size is shown through bed expansion behavior of 

Geldart B particle fluidized bed. This analysis agrees well within the experimental results 

reported by others. Although results from other researchers and from the present study on 

grid-independent TFM solution show some scattering, a closer inspection of Figure 5- 1 

depicts that there is a linear dependence of grid size on particle diameter for a grid-

independent solution. In order to come up with a general grid size that covers the whole 

range of particle sizes of Geldart B and also encompasses both 2-D and 3-D simulations, 

we have only used the published literature data points to fit a linear scale (Figure 5- 1) 

and found that 18 particle diameters (Δ≈18) would be sufficient to obtain grid 

independent solution of TFM apply to bubbling fluidized bed simulation.  

According to the Courant number analysis of explicit/implicit numerical 

techniques, the time step of a transient solution must reduce proportionally to the 

discretization grid size[51]. The Courant number (C) is a measure of how much 

information traverses (U0) a computational grid cell (∆x) in a given time-step (∆t), where 
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. Study shows that computational time is inversely proportional to the square 

and the cube of the grid size for 2-D and 3-D domain, respectively [52]. For transient 

solution, computational cost in terms of time increases by one order 

(i.e.                  
 

        
 

   ) for 2-D and 3-D cases, respectively. If this claim 

is hold, simulation of large Geldart B particle fluidized bed will be cheaper. For instance, 

if one tries to simulate a 2-D fluidized bed with 200 μm and 400 μm particles, the 

simulation will be 2
3
 = 8 times faster for the 400 μm particles than for the 200 μm 

particles. For 3-D, this proportion will be 2
4
 = 16. Consequently, this will allows 

conducting large scale simulation of industrial-scale bubbling fluidized bed of large 

Geldart B particles within the scope of interest.  

5.5 Conclusions   

Prediction of bed expansion behavior of bubbling fluidized bed of Geldart B 

particles carried out with the TFM is strongly dependent on grid resolution. Bubble 

formation, bubble sizes and shapes depend substantially on proper grid resolution. If the 

discretization resolutions are not sufficient, the volume-averaged TFM equations are 

unable to capture the proper hydrodynamic behavior. It is shown that excessively 

resolved grid simulations may produce unphysical behavior of fluidized bed due to the 

violation of lower bound of volume average used for TFM and, hence, erroneous the bed 

expansion of bubbling fluidized bed of Geldart B particles. Drag force may contribute to 

the over-prediction of bed expansion for both finest and coarsest grid simulation. Particle 

size has a minor effect on the requirements for achieving grid independent solutions of 

TFM applied to Geldart B particles bubbling fluidized bed. According to this study and 
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findings from a literature survey, it is shown that the required grid size increases 

approximately in direct proportion to particle size. We propose a grid size of 18 particle 

diameters would be sufficient to obtain a grid-independent solution of TFM simulation of 

a bubbling fluidized bed of Geldart B particles. 
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List of symbols 

  Cross-sectional area, m
2
 

   Archimedes number 

   Distributor hole cross-sectional area, m
2
 

   bubble diameter, m 

   Particle diameter, m 

   Bed diameter, m 

  Acceleration of gravity, m
2
/s 

  Height, m 

    Bed height at minimum fluidization, m 

L Expansion ratio 

t Time, s 

    Gas velocity at minimum fluidization, m/s 
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   Inlet superficial gas velocity, m/s 

 

Greek Letters 

ε0 Void fraction 

  Grid size, μm  

Δ Dimensionless grid size 

  Characteristics time, s 

  Bubble fraction 
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 CHAPTER 6  

 3-D face-masking detection and tracking algorithm for bubble 

dynamics: method and validation for gas-solid fluidized beds 

 

Abstract 

The transient behavior of rising bubbles plays a critical role on the performance of 

fluidized bed reactors, but predicting bubble dynamics is difficult. CFD has been shown 

to be capable of reproducing bubbling phenomena, but data interpretation and 

visualization is challenging. In this study, a 3-D detection and tracking algorithm, called 

face-masking, is developed and validated by numerical simulations of lab-scale and pilot-

scale gas-solid fluidized beds. This algorithm identifies discrete bubbles using the 

instantaneous whole-field void fraction data. Individual bubbles are characterized in 

detail, including size, shape and location. The algorithm tracks bubbles across successive 

time frames and computes axial and lateral bubble velocities.  Bubble dynamics predicted 

by the face-masking algorithm are validated against four different published experimental 

measurements. The face-masking algorithm provides a new tool for post-processing 

large-scale three-dimensional fluidized-bed simulations data. This algorithm can also be 

applicable in other areas of multiphase flows where characterization of bubbles, droplets, 

clusters, is necessary. 
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6.1 Introduction  

Fluidized beds are one of the most applied technologies in petroleum, chemical 

and energy industries [1]. They are challenging to design and scale up, primarily, due to 

the complex transient characteristics created by the formation of bubbles inside the bed. 

The performance of a fluidized bed is, therefore, significantly influenced by the 

formation of gas bubbles and their distribution, facilitating rapid solids mixing, impacting 

reaction rates, product selectivity, mass transfer,  heat transfer rates to immersed surfaces, 

and elutriation of particles from the bed [2].  

According to the classical two-phase theory by Toomey and Johnstone [3] and the 

Davidson theory for bubble movement [4], any fluid flow exceeding the minimum 

fluidization velocity passes through the fluidized bed as bubbles. Many studies including 

experimental and computational showed that rising bubbles in gas-solid fluidized bed has 

a significant impact on solids motion [5-12]. However, there is still no precise pattern that 

links solids movement and bubble dynamics due to the lack of experiments 

simultaneously measuring the solids and bubble motion, for a range of particle properties 

and operating conditions.  

A sound understanding of bubble dynamics is, therefore, of primary importance 

for investigating behavior of fluidized beds. The formation and development of bubbles 

in gas-solid fluidized bed has been extensively studied employing different intrusive and 

non-intrusive techniques, like optical signals [13, 14], pressure fluctuations [15-17] or 

electrical pulses [18, 19], high speed cameras and digital image analysis [20-22],  X-Ray 

[23-26], electrical capacitance [23] and MRI [27]. From this range of measurement 
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techniques, it is evident that the key difficulty in analyzing fluidization quality and 

bubble dynamics is concerned with the measurement of bubbles and their physical 

properties in the bed such as position, dimensions, axial and lateral velocities in a gas-

solid fluidized bed. 

Advances in the theory and numerical techniques and the availability of fast 

affordable computing power has allowed researchers using the first-principles based 

computational fluid dynamics (CFD) towards a predictive tool to explore complex 

hydrodynamic behavior of gas-solid fluidized bed. CFD is capable of intrinsically 

capturing the complexity of bubble formation and the resulting non-linear interactions 

because of its fundamental basis in the conservation of mass, momentum, species and 

energy. Many authors recognize the advantage of CFD that it can provide insight useful 

for scale-up, design, or process optimization for reliable commercial plants reducing 

economic risk, and potentially allowing for rapid scale-up [28-31]. In fact, CFD can 

allow for virtual experimental ―measurement‖ that is cannot be done in the physical 

world easily, or at all. However, the majority of bubble dynamics are restricted to pure 

two-dimensional (2-D) or slices of three-dimensional (3-D) cylindrical beds [12, 25, 28, 

32] or pseudo-2-D rectangular beds of small thickness [33-35]. Although 2-D bubble 

statistics provides valuable information on fluidization, many authors recognize the 

limitation of 2-D analysis [17, 34, 36, 37]. Nevertheless, all practical gas–solid flows are 

three-dimensional, and studies of bubble statistics are limited in literature because of the 

difficulties associated with flow visualization and measurements –both experimentally 

and computationally [25]. 
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Recently, Bakshi et al. [38] developed a 3-D bubble statistics algorithm that used 

void fraction data from a 3-D simulation to calculate bubble properties. In that algorithm, 

initially, a threshold was set to discard a large portion of void fraction data from 

computational cells, and then remaining data cells were interpolated using a fine grid (a 

cube with side of 2 mm, irrespective of CFD grid size) for resolving bubble boundaries. 

Verma et al. and Sobrino et al. used a reconstructive method that processed 2-D contours 

in consecutive horizontal sections at different axial locations and then stacking them to 

obtain bubble properties [25, 37]. A sequence of target-grid and pending-grid method, 

known as flood-fill method, is developed by Lu et al. [32] to determine bubble properties 

from 2-D CFD data.  

The above observations suggest that whichever the method employed, these 

approaches, except Bakshi et al. [38], may be inefficient when applied to large volumes 

of simulation data from pilot/commercial-scale three-dimensional beds. It is true that the 

computational cost for bubble statics using Bakshi et al. [38] method will be less 

expensive but the accuracy of bubble statistics may be affected applying that algorithm as 

it discards a large amount of void field data. In the present work, a new 3-D algorithm, 

called as ―face-masking‖, is developed that will enable processing large volume of 3-D 

numerical simulations data for determining bubble properties. This algorithm uses the 

instantaneous whole-field of void fraction data of a 3-D fluidized bed. The algorithms 

identifies discrete bubbles, characterize the size and shape of those bubbles, and tracks 

the bubbles as they rise through a bed, including splitting and coalescence.  This 

algorithm is validated by computing bubble properties using data from 2-D and 3-D 
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fluidized bed simulations and comparing them with experimental measurements for a 

wide range of particle sizes and for different bed geometries (lab- and pilot-scale). In 

addition, bubble properties computed by this algorithm are also compared with 

commonly used semi-empirical correlations from literature. This is a complete algorithm 

and can be easily extended to other areas of multiphase flow for characterizing bubbles, 

droplets, clusters, etc. and validating 3-D numerical simulations. 

6.2 Experimental studies 

Bubble dynamics characterized by face-masking algorithm from simulation data 

are compared with four different experimental measurements by Velarde et al.[39], 

Rüdisüli et al. [15], Verma et al. [25], and Geldart [40]. Velarde et al. [39] used glass 

beads as bed material in a pseudo-2-D quartz column with bed width, depth and height of 

0.25, 0.015 and 0.7 m respectively. Bubble sizes are measured from images captured by a 

Dantec Flowsense 16 M camera coupled with an optical endoscopic laser. Rüdisüli et al. 

[15] carried out experiments using γ- Al2O3 as bed materials in a glass column with 

internal diameter 14.5 cm. Bubble sizes were measured using reflective-type optical 

probes at a sampling frequency of 400 Hz. A bubble linking algorithm that used the 

measured response from two probes placed 1 cm apart was used to determine bubble rise 

velocity. Verma et al. [25] conducted their experiments in a polycarbonate cylindrical 

column with inner diameter of 0.1 m using glass as bed material. An ultrafast electron 

beam X-ray scanner acquiring data at 1000 Hz with a high spatial resolution of about 

1 mm was placed at three cross-sections of the bed. Images from experiments were 

reconstructed using an algorithm to determine bubble properties. In Geldart‘s experiment 
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[40], sand particle was used as bed material in a perspex column with inner diameter 30.8 

cm. A standard meter-rule marked in millimeters, still 35-mm photographs, and 16-mm 

high speed cine pictures were used to analyze bubble sizes. 

Table 6- 1. Experimental conditions 

 Physical properties Velarde et al. 

[39] 

Rüdisüli  et 

al. [15]  

Verma et 

al.[25] 

Geldart 

[40] 

Bed width/diameter, m 0.25 0.145 0.10 0.308 

Static bed height, m 0.375 0.50 0.20 0.20 

Measuring height, m 0.2 - 0.35 0.23, 0.45 0.05 - 0.20 0.05 - 0.20 

U/Umf 3.0 2.3–6.8 1.25–3.0 1.0 -3.0 

Type of geometry  Pseudo- 2-D 3-D 3-D 3-D 

 

Table 6- 2. Properties of particles used in experimental studies 

Type Diameter 

(dp), µm 

Density (ρ), 

kg/m
3
 

Umf, 

m/s 

Researchers 

  

Glass beads 500 2500 0.21 Velarde et al. [39] 

Alumina 289 1350 0.041 Rüdisüli et al. [15] 

Glass 1000 2526 0.67 Verma et al.[25] 

Silica sand 275 2600 0.056 Geldart [40] 
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All of these experiments described above were operated in the regime of bubbling 

fluidization using Geldart B and D particles. A summary of all the experimental 

conditions and particle properties is presented in Table 6- 1and Table 6- 2, respectively 

6.3 Simulation setup 

6.3.1 Two-fluid model (TFM) 

In this study, the Two Fluid Model (TFM) is used which treats each phase (fluid 

and solid) as an interpenetrating continuum, and therefore to construct integral balances 

of continuity, momentum and energy for both phases, with appropriate boundary and leap 

conditions for phase interfaces. TFM applies averaging techniques and assumptions to 

obtain momentum balance for the solids phases since the resultant continuum 

approximation for the solid phase has no equation of state and lacks variables such as 

viscosity and normal stress [41]. The evaluation of the solid phase stress tensor is based 

on the flow regimes - the viscous regime where the stress tensor is evaluated using the 

Kinetic Theory of Granular Flow (KTGF) and the plastic flow regime where the theory of 

Schaeffer [42] is employed to account for the frictional effects [43]. The TFM equations 

are coupled with constitutive relations derived from data or analysis of nearly 

homogeneous systems. The interphase momentum transfer between gas and solid phases 

are coupled by drag force. Numerous correlations for calculating the drag coefficient of 

gas–solid systems have been reported in the literature, including those of Syamlal and O‘ 

Brien (1989) [44], Gidaspow (1994) [43], and Wen and Yu (1966) [45]. Syamlal-O‘Brien 

drag model that bridges the results of Wen and Yu [45] for dilute systems and the Ergun 

approach for dense systems is used in this work. The detailed description of the 
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conservation of mass, momentum, and energy equation and drag model of the TFM is 

described in somewhere else [46].  

6.3.2 Initial and boundary conditions 

The standard initial conditions were used to describe both 2-D and 3-D 

simulations. The bed was assumed to be under minimum fluidization with superficial gas 

velocity equal to umf initially. Lateral gas velocities were set to zero for initial conditions. 

A constant pressure was defined in all horizontal planes up through the bed of particles 

depending upon static pressure. The upper section of the simulated geometry, or 

freeboard, was considered to be occupied by gas only at time zero. For both 2-D and 3-D 

simulations, the lateral walls were modeled using partial-slip boundaries, with no-slip for 

gas and free-slip for solid phase. The particle-wall interactions are modeled using the 

Johnson-Jackson model [47], which evaluates the solids slip velocity at the walls by 

considering momentum and granular energy balance. Dirichlet boundary conditions were 

employed at the distributor to specify a uniform gas inlet velocity, U0. Pressure boundary 

conditions were employed at the top of the freeboard.  

6.3.3 Flow solver and solver settings 

The National Energy Technology Laboratory‘s (NETL, USA) open-source code 

MFIX was used as flow solver [46]. The modified phase-coupled SIMPLE scheme, 

which uses a solids volume fraction correction equation instead of a solids pressure 

correction equation, was used for pressure–velocity coupling. The second-order 

SuperBee scheme was used for the spatial discretization of all equations. A combination 
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of point successive under relaxation and biconjugate gradient stabilized method 

(BiCGSTAB) method were used for the linear equation solver. A maximum residual at 

convergence of 10
-03

 was used to improve the accuracy of the continuity and momentum 

equations solution. First order implicit temporal discretization was used to ensure stable 

and accurate solutions. An automatic time-step adjustment was used to enhance the 

computation speed, with a maximum and a minimum time-step of 2x10
-04

 s and 10
-07

 s 

respectively. A summary of other simulation parameters is given in Table 6- 3. 

Table 6- 3. Summary simulation parameters  

Parameters   

Validated for TFM 

simulation 

Restitution coefficient 0.99*, 0.90 [28, 48] 

Coefficient of particle wall collision 1.0 [28] 

Specularity coefficient 0.6 [28, 49] 

Angle of internal friction, ° 30, 33.3† [50] 

Angle of internal friction at wall, ° 0.0 [50] 

Temperature, K 293 

 * used for [39] based on [51]; † measured by [13] 

6.3.4 Geometry and discretization 

The dimensions of the fluidized beds are shown in Table 6- 3. 2-D Cartesian (for 

[39]) and 3-D Cylindrical (for [13, 25, 40]) coordinates are used in the simulations with 

unstructured mesh sizes. A careful investigation of mesh-refinement is essential for 
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meaningful validation and prior to interpretation of CFD results. For this study mesh 

sizes are chosen for the grid-independent solution of TFM based on the experimentally 

validated mesh-refinement studies, and is shown in Table 6- 4.  

Table 6- 4. Mesh resolutions used for simulations. 

Type Width or 

diameter, 

m 

Height, 

m 

dp, 

μm 

Number of mesh for grid 

-independent TFM,  

(Nr × Nz × Nθ) 

References 

Lab-scale [39] 0.250 1.00 500 50 × 200  [51-53] 

Lab-scale [13] 0.145 0.85 289 23 × 170 × 12 [28] 

Lab-scale [25] 0.100 0.40 1000 16 × 120 × 16 [25, 28] 

Pilot-scale [40] 0.308 0.55 275 35 × 125 × 14 [28] 

 

6.4 Method of analysis 

6.4.1 Bubble identification  

The spatially resolved field variables data, associated with the flow model applied 

in simulation, is input to the algorithm as a matrix. Void fraction (gas volume fraction), 

εg is the predominant field variable used by the algorithm to identify and characterize 

bubble properties. First, εg data is read in MATLAB, and, then, smoothed and 

interpolated for accurately resolving bubble boundaries, as described below. There is 

some unique value of void threshold      , where    is a threshold constant, that can 

be used to identify the circumference (for 2-D) or shell (for 3-D) of each bubble. In this 
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study, cb is set at 0.7 (based on [13, 25, 39]). Thus any cell with εg > cb is designated as 

part of a bubble. The algorithm reads the void fraction data matrix M as 

   |(               )      |  

where M is a matrix of size m×4 with m grid cells and each cell k associated with 

coordinates (xk, yk, zk) and void fraction εg,k.  The following sequences are used to 

identify bubbles from matrix M. 

Steps:  

a) First, the face-masking algorithm considers the input matrix M as a regularly spaced 

Cartesian grid, with each element connected to its nearest neighbors. Note that 

simulations (3-D) are in Cylindrical coordinates. However, this algorithm converts 

Cylindrical coordinates (r, θ, z) into Cartesian coordinates (x, y, z) without loss of 

generality of M, and is applicable for any grid (non-orthogonal/unstructured). 

b) Second, the algorithm examines matrix M: by investigating the neighboring cells in 

a clockwise direction from top to bottom and left to right, comparing the values of each 

block of four neighboring elements (i.e., a cell) in the matrix to the value cb. The resulting 

surface scan can have 16 (2-D) or 32 (3-D) possible values of void fraction. If the point in 

space does not match with defined cb, the algorithm performs an interpolation to locate 

the point at which the cb crosses the edges of the cell. The next step is handled differently 

for 2-D and 3-D simulations: 

I. For 2-D, the algorithm returns a matrix B of size 2× (p + n) with p number of 

grid points and n number of bubbles that comprises the vertices of the bubble 

boundaries.  

   |(      
    

      
)             |  
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When a set of vertices forms a circumference, these vertices are connected but 

they are disconnected from other circumference vertices for the same constant, 

  . The algorithm, next, connects two points to produce a segment of a 

circumference and marches forward to complete a circumference line and assigns 

a unique identity to eachboundary. This step is repeated until all bubble 

boundaries are separated and identified from B. This step along with (a) and (b) 

is schematically represented in Figure 6- 1. 

II. For 3-D, the algorithm returns a set of matrix, Q, comprising the vertices and the 

triangular-face vertices of volume spaces confined by cb. To generate an 

isosurface of a volume space, the algorithm connects first-three points to form a 

triangular face of a volume space, and then march forward to form and join other 

triangular faces to complete a volume space.  

  {                 } 

Here, q1 is a matrix of size s×3 with s number of unique vertices, and q2 is a 

matrix of size w×3 with w number of faces for n number of bubbles. A logical 

filter is developed to separate faces of a volume space, i.e. ―bubble‖ from q2 and 

vertices from q1.  
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Algorithm: Bubble identification in 3-D  

//Primary loop for searching connectivity among faces 

    = number of vertices 

       
for          

     if                         (∑     
   
 ) then 

 //faces are connected  

             = (    ,      ) // Matrix T for connected   faces  

     else           
 

// Resolve connectivity and bubble numbering 

      // number of bubble  

for l ϵ T 

        if                     (∑   
   
 ) then 

            =           

        else bubble(n) =   ;             

      

 

This method is schematically shown in Figure 6- 2. For instance, in Figure 6- 2 

(a), when faces 1 and 2 of a volume space are connected, the masked/combined 

face 1 (Figure 6- 2 (b)) must have less number of unique vertices than the total 

number of vertices of faces 1 and 2 (Figure 6- 2(a)). In the next step, the 

algorithm search for connectivity between the masked face 1 (Figure 6- 2 (b)) 

and the next face 3. This searching continues until a discontinuity is found. At 

this stage, the algorithm identifies a list of connected and disconnected faces with 

unique number of vertices‘ index from which individual volume space is 

separated and identified. Similar to 2-D method, a unique identity is assigned for 

each volume space.  

c) Concurrent to detection, the algorithm determines bubble properties, i.e. diameter, 

centroids, aspect ratio, velocity, etc. from the coordinates encapsulating a bubble 

circumference (2-D) or volume space (3-D).  
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Figure 6- 1. Steps involved in bubble identification from 2-D simulation data.  

 

Figure 6- 2. Logical sequences of face-masking algorithm for 3-D simulation data.  
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A representative illustration of the face-masking algorithm is shown in Figure 6- 3 for the 

determination of bubble properties from 2-D and 3-D simulation data. Figure 6- 3 (a) 

shows the void field matrix M, which is interpolated and smoothed for determining 

bubble boundaries (Figure 6- 3 (b)). Based on the void threshold, cb = 0.7, bubbles are 

identified and numbered accordingly (Figure 6- 3 (c)). 

 

Figure 6- 3. Snapshot from 2-D (Lab-scale [39]) and 3-D (Lab-scale [15]) simulations 

(left) smoothed (center) and identified (right) based on void threshold for determining 

bubble properties.  
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6.4.2 Bubble diameter 

The bubble diameter is difficult to define due to the irregular shape of the bubbles 

in a fluidized bed. However, authors in literature use a volume/area equivalent bubble 

diameter [1]. Thus, the equivalent diameter, Db,n of n-th bubble can be calculated 

assuming that the bubbles are spheres.  

      √
      

 

 
          (1) 

For 2-D cases, the area based bubble diameter may be defined similarly as 

√       . Here,      and      represent the area and volume of n-th bubble for 2-D and 

3-D cases, respectively. The area of a bubble can be expressed by the magnitude of the 

cross-product of two edge vectors and can be calculated from the vertices in matrix B.  

     
 

 
 ∑                             (2) 

The volume of individual bubbles can be calculated using tetrahedra [54] , 

defined as a convex polyhedron consisting of four triangular faces that can be specified 

by its polyhedron vertices. The volume of a bubble can be expressed based on the 

vertices in matrix    and   . 

     ∑

(

  

  
||

                
                
                
                

||

)

             (3) 
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6.4.3 Bubble centroids and aspect ratio 

The centroid of a bubble can be expressed in terms of the average coordinates of the 

bubble boundaries (2-D) or volume space (3-D) and can be evaluated for the n-th 

bubble as follows  

     
 

    
 ∑           

where Nb,n is the total number of vertices encompassed by n-th bubble (and similarly yc,n 

and zcn). Note that bubble centroid can be inside or outside of bubble boundary depending 

on the bubble shape.  

Bubble aspect ratio AR for n-th bubble is defined here as the ratio of axial and 

lateral maximum bubble dimension. 

                                  

                                              
    

    
  

                                              
    

    
  

Here lz,n is the maximum axial (vertical) dimension and lx,n and ly,n are lateral maximuma 

of bubble dimensions, in Cartesian coordinates. Δx and Δy, and z are the corresponding 

mesh sizes. 

6.4.4 Bubble rise velocity 

The motion of bubbles is analyzed by tracking the centroid of bubbles. The 

trajectories that individual bubble centroid follows are thought of as "recording" the path 

of a fluid element in the flow over a certain period, similar to a streakline. The direction 
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of the path can be determined by the tangent of the centroidal path at each moment in 

time. The bubble velocity (axial and lateral) is computed from 1
st
 order numerical 

differentiation in time of the centroids‘ location. However, tracking of bubble centroid is 

not trivial as bubble in one time-frame may disappear, may change its position, may 

combine with another (coalesce), or it may split (into two or more bubbles) in the next 

time frame. After identification of bubbles in a time frame, f, the best estimated positions 

of the bubble in the next time frame can be estimated using Eulerian tracking of bubbles. 

To prevent erroneous association of bubbles and bubble velocity due to coalescence and 

splitting, three commonly imposed restrictions [12, 13, 21, 32, 38] are used in this study 

to select bubbles for determination of bubble velocity – (i) equal number of bubbles in 

frame f  and f+1 after time step Δt; (ii) positive axial velocity with maximum velocity 

bounded by  the maximum expected value (based on maximum bubble size correlation by 

Mori and Wen [55]); (iii) the lateral displacement must be smaller in magnitude than 50% 

of the vertical rise. Note these filters ensure accurate and reliable tracking and has been 

validated previously using experimental study of Geldart B-[15, 25] and D-[25] particles 

and verified using 3-D simulation visualizations for the present study.  By use of these 

filters, the number of bubbles positively associated with a specific bubble in the previous 

frame is a small fraction of the total number of bubbles. Bubble velocities are determined 

from 17 s of real time simulation that is recorded at 100 Hz (total 1700 frames) in order 

to find reliable and statistically independent properties.  

6.5 Results and discussions 
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The simulations are completed for 20 s of real flow time for all cases and the first 

3 s data are discarded to minimize the transient start-up effects. Consequently, the bubble 

properties reported in this study consist of the last 1700 time-frames, and are validated 

against experimental results reported in literature. First, bubble properties computed by 

the face-masking algorithm for 2-D numerical simulation is compared with the lab-scale 

experimental result reported by Velarde et al. [39] for a pseudo-2-D rectangular bubbling 

fluidized bed. Second, bubble properties measured from two lab-scales experiments (3-D 

Cylindrical) are compared with simulation results determined by the algorithm.   

Table 6- 5. List of semi-empirical correlations used in this study for equivalent mean 

bubble diameter and bubble rise velocity. 

Authors  Correlation Application 

Shen et al. [20]  
   

    

     
  (      ) (  

   

 
*
    

 
Pseudo-2-D bed 

Darton [56]  
   

    

    
 (      )

   
  (   √  )

   
  

 

Geldart B  

Mori and Wen 

[55] 
                   ( 

    

  
* 

        (       
 (      ))

   

 

    
   

    
(
      

   
 *

   

 

Geldart B and D 

Werther [57]     (      )        √    

  {
                  
                  

 }  

  {
   

               
                  

 } 

 

Geldart B and D 
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Lab-scale experiment conducted by Rüdisüli  et al. [15] is characterized as Geldart-B 

bubbling fluidization whereas Verma et al. [25] experiment is characterized as Geldart-D 

bubbling fluidization.  Finally, bubble properties computed for a pilot-scale bubbling 

fluidized bed from numerical simulation is compared with Geldart‘s [40] experimental 

(3-D Cylindrical) results. In addition, numerical simulation results determined by the 

algorithm are compared with predicted results from widely used semi-empirical 

correlations (shown in Table 6- 5). Furthermore, the computation time used by the 

algorithm is recorded and discussed. 

6.5.1 Validation based on pseudo-2-D study (lab-scale) by Velarde et al. [39]  

For measuring average bubble diameter, Velarde et al. used an ePIV (Endoscopic-

laser Particle Image Velocimetry) recording images from experiments which are post-

processed to distinguish the bubble and emulsion phases based on pixel intensity.  They 

concluded that 1500 ~ 2000 time-frames were sufficient to obtain reliable time-averaged 

data. Likewise, 1700 time-frame data from simulation is used to compare with 

experimental results. The face-masking algorithm detects the discrete bubbles from time-

frame series and identifies their locations in the bed. 
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Figure 6- 4. Distribution of equivalent bubble diameter and comparison of mean bubble 

diameters obtained from 2-D simulations with experiment [39] and semi-empirical 

correlation. Small black dots indicate bubbles found from face masking analysis of 

simulation results.  

Figure 6- 4 shows the equivalent bubble size distribution computed by the 

algorithm using the whole-field void fraction data for 2-D numerical simulations stated in 

Table 6- 4. The bubble diameters show a wide range of size distributions at any position 

within the fluidized bed. Note that there are small bubbles at every bed height above 

distributor. This scatter is characteristic of bubble size and is also confirmed with the 

experimental observations by other researchers [24, 58, 59]. In many instances, small 

bubbles appear and disappear randomly at any bed height. Sometimes these small 

bubbles do not coalesce but travel axially without interaction.  

Area-averaged bubble diameters are computed from the CFD results, shown in the 

Figure 6-, and compared with experimental measurements [39]. In addition, the average 

bubble diameter calculated by the empirical correlation of Shen et al. [20] is plotted. The 
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mean bubble diameter calculated by the algorithm from simulation data agrees quite 

reasonably with experimental and empirical predictions.  

 

Figure 6- 5. Distribution of bubble rise velocity (top) and lateral velocity (bottom).  

 

Figure 6- 5 shows the distribution of bubble velocities – axial and lateral. As 

outlined in the methodology, bubbles that are connected to each other in successive 

frames are considered for the determination of bubble velocities. Likewise, the bubble 

size distribution, both axial and lateral bubble velocities represent a wide range of 

distribution throughout the fluidized bed. This scatter behavior of bubble velocities, 

which is consistent with literature [21, 24, 32], is due to the wide variation of the bubble 

sizes. Note that the number of bubbles that are positively connected with previous time 

frame is much smaller than the overall number of bubbles shown in Figure 6- 4. 
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The mean axial bubble rise velocity computed by the algorithm from simulation 

data is compared with the average rise velocity calculated using the empirical correlation 

by Werther [57]. The bubble diameter used in Werther correlation is calculated using 

Shen et al. [20]  correlation.  As seen in Figure 6- 5, the mean axial rise velocity agrees 

well with the average rise velocity predicted by the semi-empirical correlation.  However, 

there is no empirical correlation that correlates the lateral bubble velocity in fluidized 

bed. Busciglio et al. [21] reported a scatter behavior of lateral bubble velocity for glass 

ballotini particles of size 250 μm in a pseudo-2-D experiment, which is also seen in this 

present study. More prominent lateral bubble movements are accounted next to the 

distributor height, which may be due to coalescence of small bubbles. Besides, small 

bubbles are greatly affected by the motion of big bubbles, which may accelerate them in 

lateral direction. 

6.5.2 Validation based on studies (3-D lab-scale) by: (i) Rüdisüli  et al. [15] and (ii) 

Verma et al. [25] 

The distributions of equivalent bubble diameters calculated by the face-masking 

algorithm from simulations are shown in Figure 6- 6 as function of distance from 

distributor. This distribution highlights the complex behavior of bubbles. In general, 

bubble size increases with bed height. However, in Figure 6- 6 (a & b), large bubbles can 

be found next to the distributor height. This is due to the coalescing of small bubbles next 

to entrance height. This highlights bubbles above a certain height from the distributor 

should not be accounted for analysis. Note such entrance effect was not observed for the 

bubble size distribution shown in Figure 6- 4 for 2-D simulation.  It is true that there is no 
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tangential motion of bubbles in 2-D which may hinder bubbles to coalesce next to the 

distributor height. Overall, this indicates a limitation of 2-D bubble dynamics when 

applied to a 3-D fluidized bed modeling.   

 

Figure 6- 6. Distribution of equivalent bubble diameters and comparison of mean bubble 

diameters obtained from 3-D simulations with experiments [15, 25]  and semi-empirical 

correlation; (a) dp = 289 µm,  (b) dp = 1000 µm.   

Moreover, in Figure 6- 6 (a), about 80% of the bubbles detected using the 3-D 

algorithm are small (<0.03 m) and these small bubbles are seen throughout the fluidized 

bed. This observation is consistent with Rüdisüli et al. [15].  For large particle fluidized 

bed simulation (Figure 6- 6 (b)), most of the small bubbles are detected in the lower 

region of the fluidized bed. Note this simulation is performed with large particle (Geldart-

D) and bubbles in large Geldart-D particles bed coalesce rapidly and grow to large size 

[60].  

The volume-averaged bubble diameters computed from simulations are compared 

with experimental [15, 25] measurements (Figure 6- 6). It is observed that numerical 
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predictions coincide reasonably well with experimental measurements. In addition, two 

semi-empirical correlations – Darton [56] for Geldart-B particles  and Mori and Wen [55] 

Geldart-D particles  are used to calculate the mean bubble size to compare with the mean 

bubble size determined from simulations. Practically, semi-empirical and numerical 

predictions agree quite well for both cases. 

Figure 6- 7 shows the axial bubble rise velocity distributions obtained from 

numerical simulations. The scatter behavior of axial bubble rise velocity is also consistent 

with experimental observations [15, 25]. In Figure 6- 7 (a), both numerical estimation and 

experimental measurement of the average axial bubble rise velocity shows small 

variation throughout the solid bed height. However, for large particle bed, the average 

axial bubble rise velocity increases with bed height, as shown Figure 6- 7 (b). Werther 

[57] semi-empirical correlation is used to calculate the average axial bubble rise velocity 

and compared with numerical results.  There is good agreement among numerical, 

experimental and semi-empirical prediction of the average axial bubble rise velocity. 

Note that the algorithm has selected only bubbles that are positively identified in two 

consecutive time frames, resulting in a relatively small fraction of the overall number of 

bubbles for velocity computation. 
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Figure 6- 7. Axial bubble rise velocity distribution and comparison of mean axial rise 

velocity obtained from 3-D simulations with experiments [15, 25] and semi-empirical 

correlation; (a) dp = 289 µm,  (b) dp = 1000 µm.  

6.5.3 Validation based on Geldart’s [40] experiment (pilot-scale) 

Figure 6- 8 shows the equivalent bubble size and axial bubble rise velocity distribution 

computed from numerical simulation applying the face-masking algorithm. Both the 

average bubble diameter and axial rise velocity results from numerical simulation show 

good agreement with experimental measurement [40] and semi-empirical correlation 

predictions. 
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Figure 6- 8. Equivalent bubble diameter (a)  and axial bubble rise velocity (b) distribution 

obtained from 3-D simulations and comparison with experiment [40] and semi-empirical 

correlation.  

Bubble aspect ratio (defined in methodology section) for 3-D simulations is 

shown in Figure 6- 9 (a).  Elongated bubbles are indicated by higher aspect ratio whereas 

flattened bubbles are indicated by a lower aspect ratio. The AR varied quite substantially, 

with 95% of computed values falling between 0.11 and 2.16. Accounting for both ARx 

and ARy,  the mean is 0.7, indicating that, on average, bubbles are approximately 

hemispherical. The wide distribution of values of bubble aspect ratios indicates the 

diversity of bubble shapes detected in the bed. Thus, the face masking algorithm is 

successfully identifying all shapes of bubble.   
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Figure 6- 9 (b) represents the average bubble lateral velocity as function of bed 

height. A relatively slower motion is accounted along lateral distance. On average, lateral 

bubble motion is close to 0 m/s, but can be either positive or negative, as expected. At the 

base of the reactor, it is apparent that bubbles are flowing toward the axis.  

 

Figure 6- 9. Average aspect ratios of bubble diameters (a) and lateral bubble velocities 

(b) obtained from 3-D simulations (pilot-scale fluidized bed. The CDF was done in 

cylindrical coordinates, but the representation here is in Cartesian coordinates.  
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6.5.4 Observed bubbling phenomena 

Over the past 50 years, numerous studies of bubbling phenomena have shown that 

bubbles tend to follow certain trends. Here we compare trends observed with the bubbles 

found by the face-mask algorithm with expected behavior.  

Comparing the bubble size distribution from 2-D study (Figure 6- 4) with 3-D 

studies shown in Figure 6- 6 (a) and Figure 6- 8 (a), it is apparent that the number density 

of bubbles observed in 3-D simulations is significantly higher than that observed in 2-D 

case. Bakshi et al. [38] also reported a similar characteristic between 2-D and 3-D bubble 

dynamics. This is, of course, due to the fact that the 3-D simulations allow for a depth of 

view not possible in 2-D simulations. Similarly, 3-D simulations capture 3-D flow 

phenomena; many bubbles do exhibit a swirling motion as they rise (Figure 6- 9), 

something that cannot be observed or even predicted in 2-D simulations.   

The experimental studies used to compare with numerical (3-D) simulations 

shows differences in bed diameters, depths, particle sizes and fluidization velocities 

(Table 6- 1 and Table 6- 2). For instance, Rüdisüli et al. [15] used a column diameter 

which is smaller than half of column diameter used Geldart‘s experiment [40]. A similar 

size Geldart-B particle is used in both simulations but the mean bubble diameters (Figure 

6- 6 (a)) are significantly smaller in pilot-scale simulation for Geldart experiment than the 

corresponding mean values (Figure 6- 8 (a)) in lab-scale simulation of Rüdisüli et al. 

experiment [15]. In addition to fluidization velocity effect, wall effects are expected to 

play a stronger role in the smaller bed. Large size bed has little or no wall effects and 

consequently, reduced slugging effects [61]. Also, the axial bubble rise velocity follows 



174 

 

the similar characteristics – the average bubble rise velocity for pilot-scale simulation is 

slightly lower than the corresponding lab-scale simulation results (Figure 6- 7). This is 

because bubble velocity is proportional to the square root of bubble diameter [57]. 

Besides, bed depth plays critical role in fluidization dynamics. Static bed height 

for pilot-scale simulation is less than half of the corresponding static bed height used for 

the simulation of Rüdisüli et al. experiment [15]. The bubble size distribution shown in 

Figure 6- 6 (a) and Figure 6- 8 (a) depicts the bed height effect on bubble diameter. It is 

well-known that, in a shallow bed, bubbles do not have sufficient fully develop on their 

way to the bed surface. Similarly, in a deep bed, a bubble expands more in the lateral 

direction and has an increased tendency to coalesce with surrounding bubbles. Moreover, 

a higher pressure head due to the weight of the particle bed in the deeper bed may force 

the bubbles to have a flatter shape that may increase slugging tendency of fluidization 

[1].  

Furthermore, fluidization dynamics depends largely on particle size. Geldart-B 

particles are used in numerical simulation results shown in Figure 6- 6 (a), Figure 6- 7 (a) 

and Figure 6- 8 whereas results shown in Figure 6- 6 (b) and Figure 6- 7 (b) are for 

Geldart-D particles. A large number of small size bubbles are observed in entire solid 

beds of Geldart-B particles but majority of the small bubbles is seen at the lower part of 

the bed and larger bubbles are encountered at the upper part of bed for Geldart-D 

particles. This characteristic is expected for large Geldart-D particles fluidized beds [60].  

Overall, such random distribution of bubble sizes and velocities throughout the 

fluidized bed reaffirms the general behavior of fluidization dynamics that evolve from the 

physical properties of particles as well as geometry. In general, bubbles rise through the 
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bed, interact with each other and coalesce so that the average bubble size increases and 

also rises faster with distance above the distributor. All of these well-known phenomena 

are also observed in numerical simulations conducted in this present study. This further 

corroborates the validity of the numerical simulations conducted using the TFM and the 

algorithm developed for 3-D simulation data analysis.   

6.5.5 Efficiency of the algorithm  

The face-masking algorithm developed in this study is capable of reading and processing 

large quantities of the whole-field void data automatically. Table 6- 6 shows the 

breakdown of average computational cost of bubble dynamics for 1700 time-frames 

using Intel Core i7 2.6 GHz processor. Note all computation tasks for bubble dynamics 

are completed in serial (non-parallel) mode in MATLAB. The computation cost for 2-D 

simulation is insignificant compared to any 3-D bubble dynamic analysis. For shallow 

bed height, the computation time for 3-D bubble dynamics is less than 30 s per time-

frame, which indicates the superior applicability of the 3-D algorithm. However, the 

computation cost for bubble dynamics analysis increases by one order of magnitude for 

deep bed (3-D) compared any shallow bed (Table 6- 6). In deep bed, there is large 

number of bubbles (Figure 6- 6 (a)) that adds the increased time for detection.  
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Table 6- 6. Computation time for bubble property determination 

Type Static 

bed 

height, 

m 

Number 

of cells 

in matrix 

M 

Time for 

bubble 

identification 

per frame, s 

Time for bubble 

properties 

computation per 

frame, s 

Total 

time 

per 

frame, 

s 

Lab-scale 2-D [39] 0.38 10000 0.3 0.06 0.36 

Lab-scale 3-D [25] 0.20 30720 15 0.10 15.1 

Pilot-scale 3-D [40] 0.20 61250 24 0.20 24.2 

Lab-scale 3-D [15] 0.50 46920 290 0.40 290.4 

 

Although a longer computational time is accounted for bubble dynamics analysis for deep 

bed,  the total time required for bubble dynamics is still insignificant compared to the 

total simulation cost for the 3-D cases. Note that the computation cost can be further 

reduced upto one order of magnitude using parallel-looped vectorized equations in 

MATLAB. While the algorithm could be further optimized, the insignifican comutation 

cost of 3-D simulation data is promising to apply the face-masking algorithm for large-

scale indutrial fluidized bed simulations. 

6.6 Conclusions 

In this study, an algorithm defined as face-masking that processes the whole-field 

void fraction data from 3-D CFD simulations for computing 3-D bubble dynamics is 

developed. The face-masking algorithm identifies discrete bubbles based on the 
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predefined void threshold, associates bubbles across successive frames and finally, 

evaluates bubble properties such as centroids, equivalent diameter, aspect ratio and 

velocity.  

The face-masking algorithm is validated using measurements from lab-scale 

(pseudo-2-D and 3-D) and pilot-scale fluidized beds. Bubble diameters computed from 

numerical simulations shows increasing trend with the bed height, and the trend agrees 

well with experimental measurements [15, 25, 39, 40] as well as with semi-empirical 

correlations shown in Table 6- 5. Large number of small bubbles is observed throughout 

the dense bed of Geldart -B bubbling fluidized beds whereas significant amount of small 

bubbles is seen near the distributor for large Geldart -D fluidized bed. It is seen that 2-D 

bubble dynamics possesses significant limitations which should be carefully considered 

interpreting in case of 3-D design and scale-up. Also, bubbles show a non-uniform shape 

in 3-D bed. Bubble movement in lateral directions is slower compared to axial 

displacement. By recording the computation time for bubble dynamics for different cases, 

it is shown that the face-masking algorithm is efficient and cost effective for large-scale 

applications. 

The extensive application of the face-masking algorithm described in this study 

for a range of bed geometries and particle properties provides a convenient, reliable basis 

for its application in large-scale fluidized bed modeling study. As an automatic method, 

this face-masking algorithm overcomes the excessive manual work of data post-

processing and is able to process large amount of data. Even though this study is focused 

on evaluating bubble dynamics in gas-solid fluidized beds, the algorithm itself can be 
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easily applied and extended for detecting bubbles, drops and clusters in other areas of 2-

D and 3-D multiphase flows. 
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 CHAPTER 7 

 CFD Hydrodynamic model of the semi continuous reactors 

 

Abstract  

CFD simulations of fluidized bed of air and fuel reactors with 300 µm of Geldart 

B particle have been carried out with the standard TFM approach, with and without 

internal horizontal baffles in beds. Fluidized bed without internal baffles shows large 

bubbles and results in poor mixing, whereas fluidized bed with internal baffles have 

relatively small bubbles with good mixing of gas and solid. Due to the smaller bubble 

size, baffled fluidized bed expands more than that of unbaffled bed. Pressure fluctuation 

in the air reactors is higher than fuel reactors as air reactors operate at much higher 

velocity than fuel reactors. There is no elutriation of particles at the reactor exit after the 

simulation reach a quasi-steady state.  
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7.1 Introduction  

Fluidized beds are widely used in the process industries including chemical-

looping combustion (CLC) process where the oxygen carrier serves as the bed medium. 

A consensus has been established to use a bubbling fluidized bed for the fuel reactor and 

a circulating fluidized bed for the air reactor [1, 2]. Despite their widespread application 

in the process industries the design of fluidized bed reactors are still very challenging. 

Complex gas–solid hydrodynamics inherent to these reactors is closely coupled to heat 

transfer and reaction kinetics. Because of this intimate coupling leading to a highly non-

linear system, the use of empirical models for scale up is challenging.  

First-principles based computational fluid dynamics (CFD) has become an 

emerging and effective tool to explore the complex hydrodynamics behavior in gas-solid 

fluidized bed. CFD offers the advantage that it can provide more insight into the physical 

origin underlying the various phenomena transpiring in fluidized beds, and can be used 

for scale-up, design, or optimization [3-5]. Different approaches have been taken in early 

attempts to apply CFD methods including direct numerical simulation (DNS), discrete 

particle method (DPM) and two-fluid method (TFM) to explore the phenomena 

prevailing in gas-fluidized beds [6]. DNS and DPM are limited to a relatively small scale 

application due to their high computational costs.  Amongst these methods the TFM 

based on adaptations of the kinetic theory of gases is computationally less expensive. The 

general idea in formulating the TFM model is to treat each phase as an interpenetrating 

continuum, and therefore to construct integral balances of continuity, momentum and 

energy for both phases, with appropriate boundary conditions and leap conditions for 
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phase interfaces. TFM applies averaging techniques and assumptions to obtain 

momentum balance for the solids phase(s) since the resultant continuum approximation 

for the solid phase has no equation of state and lacks variables such as viscosity and 

normal stress [7]. The TFM equations are coupled with constitutive relations derived 

from data or analysis of nearly homogeneous systems [8]. The interphase drag force 

between gas and solid phases is modeled by various empirical correlations reported in the 

literature, including those of Syamlal and O‘ Brien (1989) [9], Gidaspow (1994) [8], and 

Wen and Yu (1966) [10]. 

Traditionally, gas-solids friction coefficients have been expressed using semi-

empirical correlations such as the well-known Wen-Yu and Ergun correlations [10], but 

recently, similar expressions were fitted to simulation data obtained using physical 

models based on first principles. These recently derived drag models were obtained by 

finely resolving the fluid flow around the particles, and the friction or drag can be 

obtained by integrating the fluid viscous stress acting on the particles according to 

Newton‘s law of viscosity. Such models are known as filtered drag correlations [11-14]. 

In this study we used the TFM to simulate the prototype fluidized bed of air and 

fuel reactor of ZERE with the filtered-drag model proposed by [14].  

7.2 ZERE prototype reactors configuration 

Two fluidized bed reactors will operate in parallel. At any moment in time, one 

operates in air mode, and one operates in fuel mode, and after 10 minutes in operation the 

reactors switch their operation mode. So, the operational cycle time in each mode (define 

cycle time) is 10 minutes. In either case, the reactor temperature is nominally 800 °C. 



190 

 

Each reactor will be filled with 228 kg of particles with diameter 300 μm, made with 30% 

copper loaded on porous alumina support. Both reactors have identical configuration, and 

are fabricated from 18-inch (ID = 0.42 m) Schedule 40 steel pipe. 

These reactors are nominally designed to operate in a bubbling regime, with  

  

   
     when the reactor is in air mode, and  

  

   
    when the reactor is in fuel 

mode. Here U0 and umf are the inlet and the minimum fluidization gas velocities 

respectively. The inside of the reactor will be baffled to break-up bubbles, thereby 

ensuring a high conversion of methane in the fuel during fuel mode, and reducing particle 

entrainment during oxidation mode. Two baffles are inserted in each bed to break apart 

bubbles, which will increase the gas-solid contact by promoting mass transfer, and, 

thereby increase fuel conversion. The baffle is made from a 
3
/8-inch steel plate with 

numerous 2.0-cm holes through it, on a square pattern and center-to-center spacing is 3.1 

cm. The baffle is designed to keep about 30% of the baffle cross sectional area open to 

gas flow.  

At the distributor plate, there are 12 tuyeres for flow of fuel gas during fuel mode 

and air during air mode. In this novel design, gas flows through the four tuyeres nearest 

the center of the distributor during fuel mode, and is distributed to all 12 tuyeres in air 

mode.  

7.3 Simulated reactors configuration 

The majority of numerical simulations of pilot or large scale fluidized beds are 

carried out with a two-dimensional flow assumption in which a cut-plane along the axis 
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of the cylindrical column is used. Combinations of the aforementioned simplifications 

can be found in many simulations, for example 2D cold flow simulations of riser flow in 

FCC process [15]. In our 2-D model, the volumetric flow rate of inlet gas is taken to be a 

constant value equal to the average of inlet and outlet volumetric flow rate. For example, 

the volumetric flow rate of inlet fuel gas for the 100 kW fuel reactors is      
  

 
 but 

after oxidation of the fuel, the volume flow rate increases to      
  

 
. In simulation we 

have used the average volumetric flow rate of      
  

 
  as a constant flow rate 

throughout the reactor during fuel mode. Similarly, the average volumetric flow rate for 

air reactor of      
  

 
 is used. 

The baffles were modeled as impermeable surfaces where gas and solids can flow 

through 2-cm openings from the holes. About 33% of the baffle cross sectional area is 

opened to gas flow. There are seven 2-cm openings on each baffle.  

ZERE gas distributors are specially designed for the fluidized bed. However, in 

the fuel mode of prototype design, fuel gas flows only through the center 4 tuyeres. Gas 

flowing through the tuyeres will be at a high velocity, prior to decelerating in the bed.  To 

accommodate for that in the simulation, a single central jet is introduced in the fuel 

reactor by maintaining inlet velocity with the aforementioned jet velocity emitting from 

the tuyeres. For instance, gas flows through either of the four fuel tuyeres having 32 jets 

of        size. All of these jets are altogether considered as a single central jet for the 

fuel reactor simulation. The (single) jet opening in the simulation is calculated as 

               for fuel mode. 
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7.4 Simulation setup 

7.4.1 Geometry and discretization 

The dimensions of the simulated beds are shown in Table 7- 1. Two dimensional 

(2D) Cartesian coordinates were used with uniform structured grid cells. There was a 

        (               ) mesh resolution, corresponding to a computational mesh 

with               in the 2-D geometry. From our past experience and literature 

studies, we believe that this grid resolution will give grid independent results. 

7.4.2 Numerical model  

The interpenetrating two-fluid model (TFM) [8, 16-19] based on the Eulerian-

Eulerian flow field was applied to simulate the gas-solid hydrodynamics of fluidized bed. 

This approach has been confirmed to give adequate representations of the hydrodynamics 

of fluidized bed units [4, 20, 21]. In order to consider the effect of unresolved sub-grid 

scale heterogeneous structures on the inter-phase drag force, we used the filtered drag 

correlation proposed by Milioli et al. which is obtained from very fine grid simulation 

[14]. 

7.4.3 Flow solver and solver settings 

The National Energy Technology Laboratory‘s (NETL‘s) computational fluid 

dynamics (CFD) open-source code MFIX [22] was used as flow solver. The modified 

phase coupled SIMPLE scheme, which uses a solids volume fraction correction equation 

instead of a solids pressure correction equation, was used for pressure–velocity coupling. 
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The second-order higher accuracy SuperBee schemes was used for the spatial 

discretization of all remaining equations. A combination of point successive under 

relaxation and biconjugate gradient stabilized method (BiCGSTAB) method were used 

for the linear equation solver. A maximum residual at convergence of       was used to 

improve the accuracy of the continuity and momentum equations solution. First order 

implicit temporal discretization was used to ensure stable and accurate solutions. It has 

been shown that 2
nd

 order time discretization is necessary for accurate solution of fast-

moving riser flows with the TFM [23], but this is not the case for dense bubbling beds 

where the vast majority of the bed moves very slowly. An automatic time-step adjustment 

with a maximum and minimum time-step of         s and       s respectively was 

specified.  

7.4.4 Initial and boundary conditions 

The standard initial conditions were used to describe the 2D simulations. Initially, 

bed height was       with 50% void fraction. Initial bed pressure drop was       , 

which is the hydrostatic bed pressure. It was assumed that initially bed was under the 

minimum fluidization condition with the minimum fluidization velocities of    
  

 
 for air 

and    
  

 
 for fuel reactors, respectively.  

Boundary conditions (BC) were specified over flow planes/2D surfaces that are 

normal to one of the coordinate directions and coincide with a face of the scalar control-

volume. A constant gas flow rate was specified at the distributor of the fluidized bed as 

inlet boundary and a constant pressure at the top of the domain was used as outflow 
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boundary. The wall boundaries were specified as partial slip with no-slip for gas and free-

slip for solid phase. As indicated above, baffles were specified as internal surfaces, and 

specified as impermeable for gas and solids. Internal surfaces acted as free-slip walls in 

stress computations.  

7.4.5 Simulation summary 

A summary of the physical properties and simulation parameters are given in 

Table 7- 1. 

Table 7- 1. Physical properties of simulation parameters 

 

Designed 

Prototype 

Simulated reactors 

        Air 

reactor  

Fuel 

reactor 

Particle diameter, µm 300~500 300 300 

Particle density,  kg/m
3
 1964 1964 1964 

Gas density, kg/m
3
 0.31~0.34 0.34 0.31 

Gas viscosity, kg/m/s (37 ~44) x 10
-6

 44 x 10
-6

 37 x 10
-6

 

Gas velocity, cm/s 11~87 67.5 18 

Minimum fluidization velocity, 

cm/s 

2.40 ~ 2.80 2.40 2.80 

Maximum packing limit  0.58 0.58 

Particle–particle restitution  0.90 0.90 

Angle of internal friction  30° 30° 
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Bed diameter, m 0.42 0.42 0.42 

Static bed height, m 1.60 1.60 1.60 

1
st
 baffle position, m 0.70 0.70 0.70 

2
nd

 baffle position, m 1.40 1.40 1.40 

Reactor height, m 3.26 3.26 3.26 

Temperature, K 1073 1073 1073 

 

7.5 Results and discussions  

7.5.1 Bubble size and frequency 

The hydrodynamics of a fluidized bed have a primary influence on bed 

characteristics such as solid and gas mixing, heat transfer to immersed surfaces and 

elutriation of particles from the bed. For beds operating in the bubbling regime, the bed 

hydrodynamics are largely governed by the number, size and motion of bubbles passing 

through the bed and erupting on the surface. Contours of the void fraction observed in the 

2D fluidized bed at one instant are shown in Figure 7- 1, Figure 7- 2 and Figure 7- 3. The 

shapes of the bubbles are far from the spherical or ellipsoidal forms observed in small 

particle beds. However, similar bubble shapes were observed in the two-dimensional bed 

[24].  

The influence of complex flow structures on reactor performance is complicated. 

Internal baffles may be introduced to modify the gas-solid flow structures, in an effort to 

form a more uniform and active gas-solid flow to enhance heat and mass transfer so as to 
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improve the overall performance of fluidized bed reactors, especially to facilitate scale-

up. Figure 7- 1 and Figure 7- 2 illustrate the effect of internal baffles on bed 

hydrodynamics, especially on bubbles, clusters, and non-uniform flow structures. 

When a bed does not contain internals of any sort, the movement of bubbles in the 

bed is unrestricted. As bubbles rise, they gradually increase in size and tend to move 

horizontally toward the center of the bed. Much of the gas flow is ‗short-circuited‘ 

through the bubbles, which greatly limits interaction between particles and gaseous 

reactants, and thus impact the conversion and selectivity of a chemical reaction, 

especially for the Group B particles at high superficial gas velocities (Figure 7- 1). It 

shows that the maximum bubble diameter appears to be as wide as the bed diameter, a 

phenomenon called ―slugging‖.  Such large bubbles would violently shake the unit as 

tons of oxygen carrier splashed when they come out of the bed surface. In addition, mass 

transfer from such an enormous bubble would be so poor that it would significantly 

reduce the rate of reaction [25].  
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Figure 7- 1. Effect of baffles on bubble break-up in the air reactor. Contour of gas 

volume fraction at t= 6.0 s with uniform inlet gas velocity = 0.675 m/s.   
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Figure 7- 2. Effect of baffles on bubble break-up in the fuel reactor. Contour of gas 

volume fraction at t= 6.0 s with uniform inlet gas velocity = 0.18 m/s.   
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Figure 7- 3. Effect of inlet gas velocity condition in the fuel reactor. Contour of gas 

volume fraction at t= 6.0 s. In both cases, 33% open area in the baffle hole. 

The performance of a fluidized bed reactor can be improved by decreasing the 

bubbles‘ size and renewing the bubbles surface for interchanging the gas between 

bubbles and the interstitial gas in the emulsion phase. Table 7- 2 shows quantitatively the 

effect of baffle insertion in the fluidized bed on bubble break-up (sample calculation has 

shown in the appendix). In all cases shown, baffles are effectively breaking large bubbles 

and reducing the size except in the case of jet flow effect. The number of bubbles 

becomes almost twice in case of baffled bed. However, when a high velocity central jet 
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flow of gas is considered for fuel reactor instead of a uniform inlet gas velocity, bubble 

size is even larger than unbaffled bed (Figure 7- 3). It is to be noted here that the average 

bubble size in air reactor also appears to be doubled as compared to the fuel reactor. This 

is due to the high inlet gas velocity at air reactor. 

Table 7- 2. Summary of bubbles  

  Air reactor Fuel reactor 

 W/O 

baffle 

W/ 

baffle 

W/O 

baffle 

W/ 

baffle 

Jet W/ 

baffle 

Number of bubbles 23.0 41.0 16.0 34.0 23.0 

Total area of bubbles, cm
2
 2820.42 3352.16 509.96 797.46 691.53 

Average diameter of bubbles, cm 8.59 7.90 4.41 4.25 5.07 

Number of bubbles having area > 0.5 

cm
2
 

19 40 13 32 21 

Total area of bubbles (area > 0.5 

cm
2
), cm

2
 

2820.16 3352.09 509.70 797.16 690.79 

Average diameter of bubbles (area > 

0.5 cm
2
), cm 

10.35 8.09 5.37 4.50 5.49 

 

The net effect of incorporating baffles is to reduce average bubble size by an 

average of about 22% in the case of the air reactor. Furthermore, there is a 16% reduction 

of bubble size in case of fuel reactor with uniform fuel gas velocity. For the fuel reactor, 

comparing the scenario of uniform gas distribution to the scenario of gas distribution in a 
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single jet, both baffled, we find that the effect of a single jet is to cause an increase in 

bubble size. This is unsurprising, since bubble size in the bed depends significantly on the 

size of bubbles formed at the distributor, which in turn is determined by the gas velocity 

at the distributor. 

7.5.2 Bed expansion 

An understanding of the bed expansion characteristics of bubbling fluidized bed is crucial 

for several reasons:  Most importantly, bed expansion is used to design a reactor to be 

built. In reactive fluidized-bed reactor systems, the information on mass of solids per unit 

bed volume (the bed density of fluidized bed) is important because this influences the 

chemical conversion calculation [26]. When the heat transfer is to be calculated, the bed 

expansion gives the bed voidage, which is necessary to predict the heat transfer 

coefficient, and the bed height, which defines the heat transfer surface 

As the demarcation of bed surface is nearly impossible to identify in a vigorously 

bubbling fluidized bed, either in the case of a simulation or in an actual bubbling 

fluidized bed. Thus, reporting the bed height at any moment in time is not 

straightforward. The gas volume fraction distribution must be post-processed in some 

manner to determine the bed height. We have adopted a method suggested in the 

literature, in which the bed height is said to be the height below which 90% of the bed 

weight is found [27].  

The instantaneous area-averaged axial solid volume fraction,   ̅     , is 

calculated as a function of the bed height  
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  ̅        
∫ ∫               

 
 

 
 
 

∫ ∫      
 
  

 
 

        (1)  

where, W and H are the reactor dimension in x and y direction respectively. h is the 

vertical coordinate above the gas distributor. The instantaneous bed mass can be 

expressed as:  

           ∫   ̅       
ℎ

 
        (2) 

where A is the cross-sectional area of the bed and    is the particle density.  

Figure 7- 4, Figure 7- 5 and Figure 7- 6 show the bed height as a function of time 

for air and fuel mode with and without baffles. In all cases, initially bed expands with 

time until it levels off at a quasi-steady bed height. After the initial expansion and 

collapse, the bed surface fluctuation is more orderly over time. It has been noticed that 

baffled fluidized bed expands more than unbaffled bed. The baffles cause larger bubbles 

to break apart and produce smaller bubbles which rise through the bed more slowly. Thus 

small bubbles reside in the bed a longer time, and cause the bed to expand relative to the 

effect of larger bubbles.  
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Figure 7- 4.  Baffle effect on bed expansion in the air reactor. (Uniform inlet gas 

velocity = 0.675 m/s).   

Comparing Figure 7- 4 and Figure 7- 5, air reactor expansion is much higher than 

fuel reactor. This large expansion results from the higher superficial gas velocity at the 

gas distributor. The ratio of the inlet to the minimum fluidization gas velocity (
  

   
 

   ) for air reactor falls in the vigorously bubbling regime  but in the fuel reactor case 

(
  

   
  7) it falls in the gently bubbling regime  [28]. Another fact to note from Figure 7- 

4 is that the initial time to reach a quasi-steady state for an unbaffled bed is twice as long 

as the baffled bed.  

It has been expected that the introduction of a central jet instead of uniform gas 

distribution at the fuel reactor will cause the bed to expand but Figure 7- 6 shows that 

both models for the gas distribution produce similar results for bed height. This implies 
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that the uniform gas distribution assumption for fuel is safe enough to apply in the 

simulation for the purpose of finding bed height.  

 

Figure 7- 5. Baffle effect on bed expansion in the fuel reactor. (Uniform inlet gas velocity 

= 0.18 m/s). 

 

Figure 7- 6. Baffle effect on bed expansion in the fuel reactor. (Uniform inlet gas velocity 

= 0.18 m/s and jet velocity = 0.475 m/s).   
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7.5.3 Average bed expansion 

After a quasi-steady state is achieved, the solids distribution in the bed is time-

averaged to get the simulated bed height. The height determined this way is normalized 

by comparison to the value corresponding to 90% of the initial bed height (0.90*1.60 m). 

Table 7- 3 shows the average bed expansion for air and fuel reactors with and without 

baffles. The data is averaged from 3.0 -10.0 s of simulation time since beds reach, in all 

cases, quasi-steady state approximately after 3.0s. As discussed in the previous section, a 

baffled bed creates more bubbles and those bubbles are small in sizes which causes the 

beds to expand more than the un-baffled bed condition. 

In the case of operation in air mode with baffles, bed expansion is significant; the 

bed height is predicted to be 2.45 m, and it is expected that additional solids are present 

above this nominal bed height. The real value of the baffles comes from the reduced 

bubble size, which will cause better interaction between air and the particles, promoting 

faster particle oxidation. Also, because the bubbles erupting on the bed surface are 

relatively small, it is expected that the rate of particle entrainment from the bed to the 

cyclones is somewhat reduced (discussed below). Finally, the reduced pressure 

fluctuations (discussed below) mean that the system is likely to require less maintenance, 

since large pressure fluctuations can be very hard on both upstream and downstream gas 

processing equipment.  
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Table 7- 3. Summary of average bed expansion 

  Air reactor Fuel reactor 

 W/O baffle W/ baffle W/O baffle W/ baffle Jet 

Expanded height, m 2.10 2.45 1.47 1.53 1.50 

% of expansion 46.16 70.45 2.28 5.97 3.94 

Expansion ratio, H/H0 1.46 1.70 1.02 1.06 1.04 

  

7.5.4 Bed pressure drop 

Pressure fluctuation data obtained from fluidized beds are a rich source of information on 

the hydrodynamic states of these systems [29] [30]). The resulting time series data can be 

analyzed by a number of different methods, including standard deviation, probability 

density functions, autocorrelation analysis, and power spectral density (PSD) analysis 

[31]. One of the most common pressure fluctuation analyses is standard deviation. It has 

often been used to identify different regimes in fluidized beds, where a maximum value 

with respect to inlet gas velocity is associated with the transition from a bubbling to 

turbulent fluidization regime. Standard deviation has also been used to determine 

minimum fluidization velocity [32] and to detect the onset of defluidization in operating 

fluidized beds [33]. 
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Figure 7- 7. Baffle effect on bed pressure drop fluctuation in the air reactor. (Uniform 

inlet gas velocity = 0.675 m/s).  

Figure 7- 7, Figure 7- 8 and Figure 7- 9 show the pressure fluctuation for air and 

fuel reactors with and without baffles. The initial hydrostatic bed pressure drop is        

(                 ). The average pressure drop shown here in all cases closely 

represents the bed hydrostatic pressure. All the pressure drop data considered here for 

analysis is 1.0 ~10.0 s of simulation period; the simulation at times before 1.0 s is 

excluded, since no bubbles have erupted yet on the bed surface, creating a relatively 

smooth pressure trace.  As previously mentioned, standard deviation has often been used 
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to identify different fluidization regimes in fluidized beds. Comparing the standard 

deviation of air and fuel reactors pressure drops, it is understandable that air reactors 

shows vigorously bubbling characteristics and fuel reactors are moderately bubbling. 

 

Figure 7- 8. Baffle effect on bed pressure drop fluctuation in the fuel reactor. (Uniform 

inlet gas velocity = 0.18 m/s). 
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Figure 7- 9. Baffle effect on bed pressure drop fluctuation in the fuel reactor. (Uniform 

inlet gas velocity = 0.18 m/s and jet velocity = 0.475 m/s).   

The difference in standard deviation between baffled and unbaffled reactors 

highlights the effect of baffles, especially in air mode. Bubbles grow without restriction 
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in an open bed, causing higher pressure drop fluctuation (Figure 7- 7). However, such 

deviation is not present in case of fuel reactor (Figure 7- 8).  

As the fuel reactor with central jet flow of gas operates at a velocity higher than 

uniform gas velocity condition, the standard deviation also depicts that effect with 

slightly higher values than uniform one. As shown in Table 7- 2, bubble size is a little 

bigger in jet flow than uniform flow.  

7.5.5 Particle entrainment  

In the bubbling zone of a fluidized bed, bubbles grow by coalescence and rise to 

the surface of the bed where they break. As bubbles break at the surface of the bed, 

particles are thrown up in the freeboard zone and are entrained by the upward flowing gas 

stream. In this zone some particles are carried far above the bed surface and are elutriated 

while others fall back to the bed. The freeboard zone usually affords an opportunity for 

the disengagement of particles and for the lean phase reactions. During the operation of a 

fluidized bed, a large amount of fine particles could be elutriated continuously.  

In order to examine the elutriation from the air reactor, solid flux is calculated at 

the gas outlet located at the top of the domain. Solid volume fraction,        , at the exit 

of the reactor height, H is defined as 

                           (3) 

Solid particle velocity has two components, but the x-component of the velocity 

has no effect on particle entrainment from the reactor. Y-component of solid particle 
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velocity,           at the exit of the reactor height, H can easily be obtained from 

simulation. Average solid flux at the reactor exit is defined as 

          
∫                        
 
 

∫     
 
 

        (4) 

 

Figure 7- 10 shows the solid flux time profile for air reactor with and without baffles. 

During the initial unsteady period, solid elutriation is much higher in unbaffled air reactor 

than baffled one, even though the bed surface is lower. This is due to the unrestricted 

growth of bubbles in unbaffled reactor. However, excluding the unsteady period, bed 

shows no elutriation in either of the cases. No elutriation is predicted for operation during 

fuel mode, with or without baffles.  

7.6 Conclusions 

CFD simulations of bubbling fluidized bed of air and fuel reactors with and 

without internal horizontal baffles have been presented in this study.  It shows that 

internal baffles are effectively breaking large bubbles. This will enhance the interchange 

of gas between the bubbles and the emulsion phase. Chemical reactions and mass transfer 

can be improved when bubbles are small and evenly distributed throughout the bed 

volume. However, experimental data is required for further validation of the simulation 

results. 
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Figure 7- 10. Baffle effect on solid flux in the air reactor. (Uniform inlet gas velocity = 

0.675 m/s).  

 

.  
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 CHAPTER 8 

 Incorporating the effect of fluidized-bed temperature in CFD 

simulation through particle-particle interaction coefficient 

 

Abstract 

The hydrodynamics of gas–solid fluidized-bed reactor at high temperature is 

investigated through the particle-particle restitution coefficient in numerical simulations. 

CFD results show that decreasing the coefficient of restitution results in larger bubbles, 

increased pressure fluctuation, and decreased granular temperature. A shift of fluidization 

regime – bubbling to near slugging and splitting of bubbles due to ‗channel-like‘ solid 

flow thorough  – is observed at high temperature. The effect of particle-particle 

interactions on hydrodynamics can be interpreted through the two-phase theory of 

fluidization. When particles experience elastic collisions, i.e. no loss of energy, there is 

no change in total particle momentum. However, inelastic collisions result in a loss of 

kinetic energy and reduced particle velocity. As the fluid passes by particles with reduced 

velocity, the bed experiences increased relative fluid velocity. In two-phase theory, any 

fluid flow exceeding the minimum fluidization velocity passes through the bed as 

bubbles. Thus, decreased coefficient of restitution can result in increased bubble size, 

higher pressure fluctuation and lower granular temperature. 
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8.1 Introduction  

Experimental studies on the hydrodynamics of dense gas-solid fluidized beds at 

elevated temperatures are very limited. This lack of studies is due to difficulties 

associated with measuring techniques under these conditions.  However, numerous 

industrial applications of fluidized beds are at high temperatures, e.g., combustion and 

gasification, and it is desired to better understand the effects of temperature on 

hydrodynamics [1].  

In dense gas-solid fluidized bed, particle-particle interactions play a vital role at 

high temperature, which in turn has a substantial impact on the hydrodynamics of 

fluidized bed [2]. Cui et al. [3] showed that the local solids hold up, as well as emulsion 

fraction and the solids concentration decrease as temperature increases (up to 420 °C). 

The changes of fluid physical properties, such as density and viscosity are not sufficient 

to describe the hydrodynamic behavior of fluidized beds at high temperature [4]. The 

first-principles based computational fluid dynamics (CFD) is an effective tool to explore 

the complex hydrodynamics behavior in gas-solid fluidized bed at elevated temperature.  

In this study, the effect of temperature on fluidized bed hydrodynamics is studied 

through numerical simulation by changing the particle-particle interaction coefficient, 

known as restitution coefficient, in addition to fluid physical properties.  A previously 

developed and validated bubble detection and tracking algorithm for CFD data is used to 

calculate the hydrodynamic properties. The results are compared and validated against 

experimental high temperature measurements by Velarde et al. [3]. 
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8.2 Velarde et al. experiment 

Velarde et al. [4] used glass beads as bed material in a pseudo-2-D quartz column 

with bed width, depth and height of 0.25, 0.015 and 0.7 m respectively. The bed was 

installed in the internal chamber of an industrial electrical furnace capable to operate up 

to 1000 °C. Inconel alloy metal was used for the distributor chamber and freeboard. The 

porous plate is made of ceramic material with a mean pore size of 40 μm. An Inconel 

heater is connected to the gas inlet to assure the fed gas enters the fluidized bed at the 

same temperature as the furnace.  Table 8- 1 summarizes the experimental setup used by 

Velarde et al. [4]. 

Table 8- 1. Experimental conditions 

 Physical properties Velarde et al. [4] 

Bed width/diameter, m 0.25 

Static bed height, m 0.375 

Measuring height, m 0.2 - 0.35 

u0/umf 3.0 

umf, m/s 0.21 

Particles Glass beads 

Particle size, μm  400-600 

Particle density, kg/m
3
 2500 

Type of geometry  Pseudo- 2-D 
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Bubble sizes are measured from images captured by a Dantec Flowsense 16 M 

camera coupled with an optical endoscopic laser. Illumination is provided by the Nd:Yag 

double pulse laser Evergreen 70 mJ coupled with custom made high temperature 

endoscope.  The laser is trigged together with the camera shutter to allow 1 ms delay 

between two consecutive images with a frequency of 2 Hz. Measurements at 

temperatures up to 450 °C were presented to demonstrate the capability of the technique.  

8.3 Simulation setup 

8.3.1 Two-fluid model  

The Eulerian-Eulerian Two Fluid Model (TFM) which treats fluid and solid as 

distinct but interpenetrating continuous phase is applied in this study. The integral 

balance equations of continuity, momentum and energy for both phases are solved 

numerically with appropriate boundary and leap conditions for phase interfaces. An 

averaging techniques and assumptions to obtain momentum balance for the solids phases 

are followed since the resultant continuum approximation for the solid phase has no 

equation of state and lacks variables such as viscosity and normal stress [5]. The 

evaluation of the solid phase stress tensor is based on the flow regimes - the viscous 

regime where the stress tensor is evaluated using the Kinetic Theory of Granular Flow 

(KTGF) and the plastic flow regime where the theory of Schaeffer [6] is employed to 

account for the frictional effects [7]. The TFM equations are coupled with constitutive 

relations derived from data or analysis of nearly homogeneous systems. The interphase 

momentum transfer between gas and solid phases are coupled by drag force. Numerous 

correlations for calculating the drag coefficient of gas–solid systems have been reported 
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in the literature, including those of Syamlal and O‘ Brien (1989) [8], Gidaspow (1994) 

[7], and Wen and Yu (1966) [9]. Syamlal-O‘Brien drag model that bridges the results of 

Wen and Yu [9] for dilute systems and the Ergun approach for dense systems is used in 

this work. The detailed description of the conservation of mass, momentum, and energy 

equation and drag model of the TFM is described in elsewhere [10].  

8.3.2 Initial and boundary conditions 

The bed was assumed to be under minimum fluidization with superficial gas 

velocity equal to umf initially. Lateral gas velocities were set to zero for initial conditions. 

A constant pressure was defined in all horizontal planes up through the bed of particles 

depending upon static pressure. The upper section of the simulated geometry, or 

freeboard, was considered to be occupied by gas only at time zero. The lateral walls were 

modeled using partial-slip boundaries, with no-slip for gas and free-slip for solid phase. 

The particle-wall interactions are modeled using the Johnson-Jackson model [11], which 

evaluates the solids slip velocity at the walls by considering momentum and granular 

energy balance. Dirichlet boundary conditions were employed at the distributor to specify 

a uniform gas inlet velocity, u0. Pressure boundary conditions were employed at the top 

of the freeboard.  

8.3.3 Flow solver and solver settings 

The National Energy Technology Laboratory‘s (NETL, USA) open-source code 

MFIX was used as flow solver [10]. The modified phase-coupled SIMPLE scheme, 

which uses a solids volume fraction correction equation instead of a solids pressure 
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correction equation, was used for pressure–velocity coupling. The second-order 

SuperBee scheme was used for the spatial discretization of all equations. A combination 

of point successive under relaxation and biconjugate gradient stabilized method 

(BiCGSTAB) method were used for the linear equation solver. A maximum residual at 

convergence of 10
-3

 was used to determine convergence of the continuity and momentum 

equations solution. First order implicit temporal discretization was used to ensure stable 

and accurate solutions. An automatic time-step adjustment was used to enhance the 

computation speed, with a maximum and a minimum time-step of 5x10
-4

 s and 10
-6

 s 

respectively. A summary of other simulation parameters is given in Table 8- 2. 

Table 8- 2. Summary simulation parameters  

Parameters   

Validated for TFM 

simulation 

Coefficient of particle wall collision 1.0 [12] 

Specularity coefficient 0.6 [12, 13] 

Angle of internal friction, ° 30 [14] 

Angle of internal friction at wall, ° 0.0 [14] 

 

8.3.4 Geometry and discretization 

The dimension of the fluidized bed shown in Table 8- 1 is used in the simulations 

with unstructured mesh sizes. A careful investigation of mesh-refinement is essential for 

meaningful validation and prior to interpretation of CFD results. For this study mesh 
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sizes are chosen for the grid-independent solution of TFM based on the experimentally 

validated mesh-refinement studies, and is shown in Table 8- 3. 

Table 8- 3. Mesh resolutions used for simulations. 

Type Width or 

diameter, 

m 

Height, 

m 

dp, 

μm 

Number of mesh for 

grid -independent TFM,  

(Nx × Ny × Nz) 

References 

Lab-scale [4] 0.250 1.00 500 50 × 200 × 1 [15-17] 

8.3.5 Method of analysis: bubble statistics 

The 3-D face-masking technique developed in a previous chapter of this 

dissertation  using commercial software MATLAB is applied in this study to obtain the 

bubble statistics. The steps are: 

o Whole field-void data collection - obtaining void fraction data from simulations that are 

interpolated and smoothed to resolve bubble boundaries 

o Bubble recognition – identifying bubbles by applying a void-threshold criteria and 

masking neighboring cells 

o Numbering bubbles – assigning unique bubble number to each masked circumference by 

resolving conflicts arising in irregular-shape bubbles  

o Bubble properties – describing bubbles (e.g. location, size, span, shape) by masking cells 

forming individual bubbles 

To derive meaningful statistics and prevent erroneous linking of bubbles due to 

coalescence and splitting, data is collected at 100 Hz for 20 s (2000 frames in total). 
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8.4 Results and discussions 

The simulations are completed for 20 s of real flow time for all cases and the first 

3 s data are discarded to minimize the transient start-up effects. Consequently, the 

statistically averaged data presented in this study consists of the last 1700 time-frames. 

8.4.1 Validation  

Before arguing about the incorporation of the fluidized-bed temperature effect 

through particle-particle restitution coefficient in CFD simulation, it is necessary to 

validate the numerical results with experimental measurement.  Velarde et al. [4] 

measured the equivalent bubble diameter by both LED-PIV/DIA and ePIV/DIA at room 

temperature and compared with the calculated bubble diameter using the semi-empirical 

correlation of Shen et al. [18]. They concluded that 1500 ~ 2000 time-frames were 

sufficient to obtain reliable time-averaged data.  

Similar to experimental method, the equivalent bubble computed from numerical 

simulation data at room temperature is compared with experimental measurement and 

with the prediction given by Shen correlation [18]. Figure 8- 1 shows the area-equivalent 

average bubble diameter as a function of height for simulation using different particle-

particle restitution coefficients. In this study, void-threshold is set at 0.7 (based on [4, 19, 

20]) to differentiate between bubble and emulsion phases. As expected, small bubbles, 

for all cases, are formed close to the distributor coalescing to form larger bubbles higher 

up in the bed. 
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Figure 8- 1. Comparison of average equivalent bubble diameter, dB, with empirical 

correlation [18] and experimental measurement for different restitution coefficient (e) at 

20 °C temperature. 

The coefficient of restitution has an effect on bed hydrodynamics which is most 

pronounced when near the point of elasticity. Decreasing the particle-particle restitution 

coefficient in CFD simulation results an increasing bubble size at room temperature. 

Figure 8- 2 shows snapshots of the simulations for different values of the coefficient of 

restitution. During an elastic collision (i.e., e = 1.0), there is no net loss of kinetic energy 

which results in a loose-packed solid distribution. As collisions become less ideal i.e. 

inelastic, the kinetic energy is then conserved through the fluid phase. Particles become 

closely packed in the densest regions of the bed, resulting in sharper porosity contours 

and larger bubbles. Goldschmidt et al. [21] also reported similar behavior of fluidization 



226 

 

due to increase of energy dissipation through numerical simulation and comparison with 

experimental snapshots. 

 

Figure 8- 2. Snapshots from CFD simulation, showing the change of hydrodynamic 

behavior with particle-particle restitution coefficient at room temperature.  

The effect of particle-particle interactions on bubble size can be explained 

through the two-phase theory of fluidization. When particles experience elastic collisions, 

i.e. no loss of energy, there is no change in total particle momentum. However, inelastic 

collisions result in a loss of kinetic energy and reduced particle velocity. As the fluid 

passes by particles with reduced velocity, the bed experiences increased relative fluid 

velocity. In two-phase theory, any fluid flow exceeding the minimum fluidization 
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velocity passes through the bed as bubbles. Thus, decreased coefficient of restitution can 

result in increased bubble size 

Shown in Figure 8- 1, predictions of time-averaged bubble diameter calculated for 

0.95< e ≤ 0.99 reveal excellent agreement with experimental measurements. It is true that 

the coefficient of restitution depends strongly on the hardness, particle shape, and impact 

velocity of particles. The glass-bead particles‘ used in Velarde et al. [4] experiment is a 

relatively hard material, and the impact velocity of particles is small in the case of 

bubbling fluidized bed [22]. The lower impact velocity and harder material together in 

turn led to the higher coefficient of restitution, which agreed well with the experimental 

hydrodynamic behavior. Loha et al. [17] reported similar conclusion about the coefficient 

of restitution for glass spheres using numerical simulation and comparing with the 

experimental measurement at room temperature. 

8.4.2 Temperature effect on hydrodynamics  

Figure 8- 3 illustrates snapshots from the simulations at different coefficient of 

restitutions as well as different temperatures.  The fluidization behavior shows 

dependency on coefficient of restitutions as well as fluidization temperature.   Comparing 

Figure 8- 2 and Figure 8- 3, the bubble shape and size changes at higher temperatures 

with decreasing the coefficient of restitution (i.e. allowing more energy dissipation). At 

elevated temperatures with high energy loss (e.g. restitution coefficient, e <0.90), the 

bubbles become large enough that many of them look like a slug rather than a bubble. 

Particles try to penetrate through the slug creating a ‗channel-like‘ flow pattern.  
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This change in fluidization behavior occurs due to inter-particle forces, which 

change the gas-solid distribution in the bed. Geldart and Kapoor [23] also reported the 

onset of slugging more easily at 300 °C temperature for spherical steel shot particles. 

Recently, Velarde et al. [4] video-recorded the behavior of fluidization at high 

temperature using an endoscopic laser technique. The snapshots from their experimental 

measurements are presented in Figure 8- 4 at three temperatures. At each temperature, 

three representative snaps are shown. This experimental observation corroborates the 

change of fluidization pattern at elevated temperature. 
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Figure 8- 3.  Snapshots from CFD simulations showing the change of hydrodynamics e.g. 

bubble size and shape with particle-particle restitution coefficient at elevated 

temperatures. 
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Figure 8- 4. Snapshots from experimental measurements showing the change of 

hydrodynamics e.g. bubble size and shape with temperatures. This figure is adapted from 

Velarde et al. [4], with permission from publisher ‗Elsevier‘.   

Figure 8- 5 shows the bubble diameter calculated by the 3-D face-masking 

algorithm using the simulation data at different temperatures. As expected, the bubble 

size increases with the coefficient of restitutions when e ≥ 90, at all temperatures. 

However, when e is 0.8<e<0.9, the bubble size seems to be approximately constant. This 

fluctuation can be realized by visual inspection of Figure 8- 3. It appears that there is a 

single big bubble or slug in be bed when e<0.90. However, by defining bubble boundary 

with a specified void threshold, the slug bubble is not identifiable as a whole rather it 

splits in several small bubbles. It is apparent that the particle ‗channels‘ are cutting the 
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slug vertically into parts, confounding the comparison of bubble size and shape for the 

restitution coefficient values smaller than 0.90.   

   

Figure 8- 5. Change in average equivalent bubble diameter, dB, with restitution 

coefficients and temperatures at two axial heights: (a) H = 0.30 m and (b) H = 0.20 m. 

Initial bed height is 0.37 m. Note e = 1.0 is investigated for T = 20 °C. In all other cases, 

e is between 0.99 and 0.80.   

Figure 8- 5 also highlights that the average bubble size decreases with increasing 

temperatures. When compared under equivalent conditions, at 300 and 450 °C bubbles 

are 80 - 90% of the sizes observed at room temperature. Similar reduction of bubble size 

was also reported by Geldart and Kapoor [23]. 
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Figure 8- 6. Pressure fluctuation with restitution coefficients at different temperatures: (a) 

pressure drop and (b) root mean-square (RMS) of pressure fluctuations. 

Figure 8- 6 represents the pressure drop and the RMS of the pressure fluctuations 

behavior of the CFD simulation for different values of the coefficient of restitutions at 

different temperatures. Similar to bubble sizes, pressure fluctuation increases with 

decreasing the coefficient of restitution, and it decreases with temperatures. This may be 

attributed due to the smaller bubble sizes at elevated temperature compared to the size of 

bubble at room temperature. The smallest pressure drop is accounted near the point of 

elasticity (0.99 <e≤1). Since, in practice no collision is ideal, the simulation at ideal 

condition (e=1.0) is discarded at elevated temperatures.  

8.4.3 Effect on granular temperature  

The granular temperature is proportional to the "granular energy" of the continuum, 

where granular energy is defined as the specific kinetic energy of the random fluctuating 

component of the particle velocity [10]. Figure 8- 7 shows the time-averaged particle 
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phase state variables, granular temperature, for a specific value of the coefficient of 

restitution, e=0.95.  For the two axial positions shown in Figure 8- 7 (a) & (b), the 

amplitude of the granular energy fluctuation decreases with increasing the fluidized-bed 

temperatures.  

 

Figure 8- 7. Change in time-averaged granular temperature with fluidized-bed 

temperatures at e=0.95: (a) axial height at H = 0.30 m; (b) at H = 0.20 m and (c) cross-

sectional average.  
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To gain more insight into the influence of the coefficient of restitution on bed 

dynamics, granular temperature is also investigated for different values of the coefficients 

of restitution at 450 °C fluidized-bed temperature. Figure 8- 8 shows the time-averaged 

granular temperature behavior with the change of particle-particle interaction coefficient. 

As particle-particle interactions become less ideal with decreasing the coefficient of 

restitution, more fluctuating kinetic energy is generated by particle pressure and viscous 

shear. This energy is almost completely dissipated by inelastic deformation of particles 

upon collision. Goldschmidt et al. [21] and Loha et al. [17] also reported this 

characteristic of granular temperature with the coefficient of restitution using numerical 

simulation at room temperature.  

It is noticeable that granular temperature shows substantial fluctuation for e≥0.90, 

as shown in Figure 8- 8 (a & b). The fluctuation decreases and becomes less pronounced 

for e<0.90. It is also observed that the granular temperature increases with an increase in 

bed height in Figure 8- 8 (c).  
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Figure 8- 8. Change in time-averaged granular temperature with restitution coefficients at 

fluidized-bed temperature of 450 °C: (a) axial height at H = 0.30 m; (b) at H = 0.20 m 

and (c) cross-sectional average. All data is time averaged from 3 to 20 s. 

8.5 Conclusions  

1. The hydrodynamics of dense gas-solid fluidized bed is influenced by the amount 

of energy dissipated through particle-particle interaction i.e. restitution 
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coefficient. The effect of elastic collision should be considered carefully in order 

to obtain realistic hydrodynamic behavior from numerical simulations. 

2. The effect of particle-particle interaction coefficient can be used to describe the 

fluidized-bed temperature effect on hydrodynamics behavior. Experimental 

observation claimed that, with increasing temperature, fluidized bed experiences 

larger bubbles and change in fluidization behavior e.g. bubbling to slugging. 

Through CFD simulation, it is also shown in this study that similar hydrodynamic 

behavior is expected for fluidized bed operating at elevated temperature. 

3. The average equivalent bubble diameter decreases with increasing fluidized-bed 

temperature. 

4. The pressure drop and RMS of pressure fluctuations show dependency on 

restitution coefficient. 

5. The granular temperature decreases with increasing fluidized-bed temperature and 

restitution coefficient. 
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 CHAPTER 9 

 Summary, Conclusions and Future Work 

Global climate change is eminent due to greenhouse gas CO2 and the need for 

CO2 capture technologies is critical. Chemical looping combustion technology represents 

one of the most promising processes for capturing CO2 and is the closest to 

commercialization due to the retrofitting advantages onto the existing power plants. 

Computational fluid dynamics (CFD) is a powerful-tool to provide insight useful for 

scale-up, design, or process optimization for reliable commercial plants reducing 

economic risk, and potentially allowing for rapid scale-up. 

9.1 Summary of research and contributions 

A 100-kWth semi-batch chemical looping combustion (CLC) prototype unit for 

flexible gaseous fuel is designed to operate in bubbling fluidized bed condition. The unit 

includes two identical fluidized bed reactors - at any moment in time, one operates in air 

mode, and one operates in fuel mode in a cyclic manner, which eliminates the circulation 

solids between reactors. This configuration will minimize the gas leakage between 

reactors, which is a common concern in circulating fluidized bed configuration. A new 

design for gas distributor is presented in this study. This design study presents very useful 

information that can be applied in other cyclic reaction and regeneration processes. 

A multi-stage numerical model has been developed to investigate the behavior of 

fuel reactor used in CLC. The model considers all the processes affecting to the reaction 

of fuel gas with the oxygen-carrier, such as reactor fluid dynamics, reactivity of the 
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oxygen-carrier and the reaction pathway. The model predicts reasonably well when 

compared with experimental measurement. By understanding the oxide and reduced 

states of oxygen carrier in successive cycles in CLC will improve the reaction rate 

calculation, and thereby the prediction of fuel break-through time from the reactor will be 

better predicted.  

The rate of mass transfer between fluidizing humid air and light and large silica 

gel particles is measured and computed in a lab-scale bubbling fluidized bed. It has been 

shown that the average interphase mass transfer coefficient decreases with the increase of 

mass of silica gel particles in the bed. The influence of mass of silica gel particles the 

interphase mass transfer coefficient has been explained using a simplified form of 

perturbation theory.   

A modified form of Froessling‘s semi-empirical correlation to compute the mass 

transfer rate coefficient is suggested for its application in gas-solid fluidized bed 

simulation. It is also shown through numerical simulations that the mass transfer 

coefficient decreases with the increase of number of silica gel particles. Thus, the kinetic 

theory based CFD simulation can successfully be used to compute the mass transfer 

coefficients, by solving the species conservation equations, required for fluidized bed 

reactor designs, without using such parameters as inputs.   

The Eulerian-Eulerian two-fluid model (TFM) depends strongly on grid 

resolution. If the discretization resolutions are not sufficient, the volume-averaged TFM 

equations are unable to capture the proper hydrodynamic behavior. It is shown that 

excessively resolved grid simulations may produce unphysical behavior of fluidized bed 
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due to the violation of lower bound of volume average used for TFM. According to this 

study and findings from a literature survey, it is shown that the required grid size 

increases approximately in direct proportion to particle size. We propose a grid size of 18 

particle diameters would be sufficient to obtain a grid-independent solution of TFM 

simulation of a bubbling fluidized bed of Geldart B particles. 

An algorithm defined as face-masking that processes the whole-field void fraction 

data from 3-D CFD simulations for computing 3-D bubble dynamics is developed. The 

face-masking algorithm identifies discrete bubbles based on the predefined void 

threshold, associates bubbles across successive frames and finally, evaluates bubble 

properties such as centroids, equivalent diameter, aspect ratio and velocity. By recording 

the computation time for bubble dynamics for different cases, it is shown that the face-

masking algorithm is efficient and cost effective for large-scale applications. As an 

automatic method, this face-masking algorithm overcomes the excessive manual work of 

data post-processing and is able to process large amount of data. Even though this study 

is focused on evaluating bubble dynamics in gas-solid fluidized beds, the algorithm itself 

can be easily applied and extended for detecting bubbles, drops and clusters in other areas 

of 2-D and 3-D multiphase flows. 

The air and fuel reactor used in CLC process is thoroughly studied by CFD 

simulations - with and without internal horizontal baffles.  It shows that internal baffles 

are effectively breaking large bubbles which assume to enhance the interchange of gas 

between the bubbles and the emulsion phase. Chemical reactions and mass transfer can 
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be improved when bubbles are small and evenly distributed throughout the bed volume. 

However, experimental data is required for further validation of the simulation results. 

The fluidized-bed temperature effect is incorporated in the CFD simulation by 

adjusting the particle-particle interaction coefficient. It is shown that the hydrodynamics 

of fluidized bed is influenced by the amount of energy dissipated through particle-particle 

interaction i.e. restitution coefficient. Through CFD simulation, it is also shown in this 

study that fluidization regime changes at elevated temperature, which agrees with 

experimental observations. The average equivalent bubble diameter decreases with 

increasing fluidized-bed temperature. The granular temperature decreases with increasing 

fluidized-bed temperature and restitution coefficient. 

9.2 Future work 

A number of research directions can be followed to continue this work further: 

 As discussed in introduction, there are several frictional stress models available in 

literature which differ from one another by order of magnitudes. There is no 

systematic study on application of these stress models on bubbling fluidized bed 

simulation. In addition, when the solids volume fraction approaches that of 

maximum packing, the frictional stress plays a major role. Therefore, a 

comprehensive study on these stress models along with the consideration of the 

maximum solid packing limit can a future research topic. This will strengthen the 

predictability of CFD results in design and scale-up of CLC processes. 



244 

 

 This dissertation has attempted to explore and understand the parameters that 

influence the hydrodynamics of fluidized bed at elevated temperature. Using the 

quantitative experimental measurement, the fluidized-bed temperature effect can 

be further extended to fully understand the overall fluidization at high 

temperature. Reactions need to be included in the CFD model to compare 

predictions with experimental measurements. 

 Accurate prediction of interaction force is the primary concern in the TFM CFD 

models. With the advent of modern computational power, lab-scale CFD 

simulation using the Lagrangian discrete-element model (DEM) needs to perform 

to fully understand the interaction force in TFM. Thus, an improvement of drag 

model used in the TFM model can be incorporated.   
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