
University of Nevada, Reno

Exploring Adaptation-Based Techniques to Create
Comfortable Virtual Reality Experiences

A Dissertation Submitted in Partial Fulfillment

of the Requirements for the Degree of Doctor of Philosophy in

Computer Science and Engineering

by

Isayas Berhe Adhanom

Dr. Eelke Folmer / Dissertation Advisor

May 2022



© 2022 Isayas Berhe Adhanom

All Rights Reserved



The Graduate School

We recommend that the dissertation prepared under our supervision by

Isayas Berhe Adhanom

entitled

Exploring Adaptation-Based Techniques to Create

Comfortable Virtual Reality Experiences

be accepted in partial fulfillment of the requirements for the degree of

Doctor of Philosophy

Eelke Folmer, Ph.D. – Advisor

Paul MacNeilage, Ph.D. – Committee Member

David Feil-Seifer, Ph.D. – Committee Member

Alireza Tavakkoli, Ph.D. – Committee Member

Nicholas Murray, Ph.D. – Graduate School Representative

David Zeh, Ph.D. – Dean, Graduate School

May 2022



i

ABSTRACT

Virtual reality (VR) is transitioning from research to widespread consumer use.

However, VR sickness - a type of motion sickness associated with VR usage - is

believed to be a major impediment to the mass adoption of VR and it is estimated

to affect more than two-thirds of VR users. Previous research also shows that VR

sickness affects some vulnerable groups, such as women, more severely than other

groups. Although several strategies have been developed to mitigate VR sickness,

most of them are not equally effective for all users since the effectiveness of any

particular strategy varies across individuals. There are also concerns that some

widely used VR sickness mitigation strategies, such as field-of-view (FOV) restric-

tion, may have negative consequences on women. This thesis aims: 1) to provide

theoretical understanding of the aspects of VR systems that cause VR sickness to

affect some user more than others, with focus on sex differences, and 2) to develop

adaptation-based strategies that could mitigate VR sickness for all VR users irre-

spective of their differences.

Towards these goals, I first investigate the effectiveness of FOV restriction in

reducing VR sickness across genders, and it’s effects on women’s spatial naviga-

tion ability. Then, based on findings from the first set of studies, I develop and

empirically evaluate a novel adaptive eye gaze-contingent FOV restrictor that al-

lows users to have a wider visual field while blocking their peripheral FOV. The

wider visual field would be beneficial for women’s spatial navigation performance

in virtual environments. Finally, I provide a novel standardized adaptation based

training paradigm that supplements existing VR sickness mitigation techniques

by allowing the user to best prepare themselves for continued VR use. Evaluation

of this strategy suggests that it could reduce and even eliminate VR sickness in

susceptible individuals irrespective of their individual differences.
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Chapter 1

Introduction

Virtual Reality (VR) holds great promise to revolutionize the way we interact with

computers. With the growing interest in immersive virtual worlds, such as the

Metaverse, VR has the potential to be the next transformational computing plat-

form. However, widespread adoption of VR is currently hindered by the fact that

many users suffer from VR sickness [91], which involves a suite of symptoms in-

cluding nausea, sweating, increased heart rate, dizziness, and disorientation.

VR sickness is a type of motion sickness specific to VR [114]. Motion sick-

ness (MS) is experienced as a result of motion patterns of an organism that result

in symptoms that include dizziness, cold sweating, headache, increased saliva-

tion, and nausea [91]. Visually induced motion sickness (VIMS) is a related phe-

nomenon that has induced symptoms similar to those of MS without being subject

to physical motion [99]. VIMS is a common adverse effect that results from expo-

sure to computer simulations in general and VR experiences in particular. Several

terms have been given to VIMS in the literature [91], the most common of which

are: simulator sickness, cybersickness, and VR sickness. We choose to use the term

"VR sickness" to refer to VIMS from this point forward.

Several theories have attempted to explain the cause of VR sickness. Some

theories attribute VR sickness symptoms to a sensory conflict [146] while others

believe that it is a result of a failure to maintain postural stability while being im-

mersed in the virtual environment [150]. Other less prominent theories include the

eye-movement theory [53] and the poison theory [179]. None of these theories is
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complete, though the sensory conflict theory is the most widely accepted one.

It is estimated that up to 67% of adults may experience mild to severe symp-

toms [33] of VR sickness. However, VR sickness does not affect all users equally.

Previous research shows that women are more likely to experience VR sickness

than men [75, 120, 134, 67, 64], and that people with disabilities such as Multiple

Sclerosis are affected differently by VR sickness than people without these disabil-

ities [15]. This has the potential to negatively impact the adoption of VR among

these vulnerable users and could impede these users from realizing the full poten-

tial of VR. Despite this, few suitable interventions that are tailored towards women

[111] or people with disabilities [15] have been proposed.

To date, most research on alleviating sickness and discomfort in VR has fo-

cused on improving VR hardware and software without giving much considera-

tion to human factors, such as sex, age, and disability status of users, that have

been shown to affect the incidence and severity of VR sickness. In general, exist-

ing VR sickness mitigation strategies fall short at accommodating the individual

differences between users. To address these challenges, in this thesis, I, and my

collaborators, conducted a series of studies.

First, we conducted two studies to explore and better understand how sex dif-

ferences could cause differences in the incidence of VR sickness and the effective-

ness of widely used VR sickness mitigation strategies. The results from the first set

of studies gave us the fundamental insight that adaptation, where either the virtual

environment changes based on the user’s behaviour, or the user adapts their be-

haviour towards the environment, holds the key to alleviating VR sickness for all

users irrespective of their differences. Therefore, we explored two types of adap-

tation: 1) stimulus adaptation, where we adapt the virtual stimulus in real-time
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based on the users behavior, focusing on eye-gaze behaviour, and 2) perceptual

adaptation, where we develop training paradigms to allow each user to gradually

adapt to the VR sickness causing virtual stimulus.

We developed prototypes for both types of adaptation and conducted user

studies to empirically evaluate them. The first prototype was an adaptive gaze-

contingent (foveated) FOV restriction mechanism that responds to the user’s eye

gaze movements in real-time. Evaluation of this prototype showed that this pro-

totype is effective at reducing VR sickness while allowing users to have a wider

visual field, removing one of the major problems with current FOV implementa-

tions. Finally, we introduced a new paradigm for VR sickness mitigation that aims

to tackle VR sickness through training or perceptual adaptation. This allows users

susceptible to VR sickness to better adapt to VR sickness through training allowing

them to gradually adapt to the VR sickness causing stimulus, thereby increasing

VR accessibility for those prone to sickness. Below, I present summaries of the

studies I conducted as part of this thesis.

Chapter 2: Field-of-View Restriction to Reduce VR Sickness Does

not Impede Spatial Learning in Women

Field-of-view (FOV) restictiction is a widely used strategy to reduce vection-induced

VR sickness. Motion from optical flow is primarily detected by the rods on the

periphery of the retina [182]. Blocking the perception of peripheral motion by

reducing the user’s FOV during locomotion [159, 106] is therefore considered an

effective strategy to reduce VR sickness. FOV restriction -also known as “tunnel-

ing" -is already widely used in popular VR experiences like Google Earth VR and
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is recommended by both Google’s [3] and Oculus’ [130] VR design guidelines as a

feasible strategy for reducing VR sickness. However, these design guidelines seem

to conflict directly with results from prior studies [41, 173] that found that women

benefit from spatial navigation using a larger FOV.

In this study, I explore the effectiveness of FOV restriction and evaluate how

FOV restriction could affect women differently compared to men. I specifically

explored spatial learning and how it is affected by FOV restriction given that no

studies have investigated this yet. In this study, we used the Morris Water Maze

(MWM) to evaluate spatial learning and memory of our participants. First intro-

duced by Richard Morris in 1981 [118], the Morris Water Maze (MWM) task has

been one of the gold standards in behavioral neuroscience to evaluate spatial learn-

ing and memory in rodents [17]. Studies on human spatial learning and memory

have used a virtual version of the MWM [17]. Our study found that a gender

difference in spatial learning ability exists between men and women, but an FOV

restrictor did not impede spatial learning in either sex.

Chapter 3: The Effect of a Foveated Field-of-view Restrictor on VR

Sickness

From our first study (see Chapter 2) on FOV restriction, we were able to identify

that existing FOV restrictor implementations use a head-fixed restrictor where the

effect is applied to the center of the head-fixed FOV which is only updated by

the user’s head gaze. With this approach, peripheral motion stimulation is only

optimally blocked when the head and eye gaze align, i.e, when the user is looking

at the center of the HMD. However, this may not always be the case; for example,
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the user’s eye gaze may shift to eccentric targets in the visible field that are blocked

by the restrictor. In such a case, the effectiveness of the FOV restrictor is impeded

because the user’s peripheral vision is not fully blocked by the restrictor exposing

it to optical flow, which could increase VR sickness, and the restrictor could fall

on the users foveal region, which could break immersion. These issues have the

potential to affect women more than men, as women have a wider FOV [99, 104].

In this study [7] we developed a new type of adaptive FOV restrictor, one where

the restrictor is gaze responsive. This foveated FOV restrictor assures that periph-

eral vision always remains blocked from any optical flow, which could lower VR

sickness, and makes it impossible for a user to look at the restrictor itself, allow-

ing users to visually explore a larger portion of the virtual environment during

locomotion. Our evaluation of the new system showed that there was a signif-

icant difference in eye gaze behavior, as measured by eye gaze dispersion, with

the foveated FOV restrictor allowing participants to have a wider visual scan area

compared to the head-fixed FOV restrictor (the widely used approach), which con-

fined their eye gaze to the center of the FOV. Although it needs further research,

this has the potential to increase spatial navigation performance of users, especially

women.

Chapter 4: GazeMetrics: An Open-Source Tool for Measuring the

Data Quality of HMD-based Eye Trackers

As virtual reality (VR) garners more attention for eye tracking research, knowledge

of accuracy and precision of head-mounted display (HMD) based eye trackers be-

comes increasingly necessary. It is tempting to rely on manufacturer-provided in-
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formation about the accuracy and precision of an eye tracker. However, unless

data is collected under ideal conditions, these values seldom align with on-site

metrics. Therefore, best practices dictate that accuracy and precision should be

measured and reported for each study. To address this issue, we provide a novel

open-source suite for rigorously measuring accuracy and precision for use with a

variety of HMD-based eye trackers. This tool is customizable without having to

alter the source code, but changes to the code allow for further alteration. The out-

puts are available in real time and easy to interpret, making eye tracking with VR

more approachable for all users.

Chapter 5: VR Sickness Adaptation with Ramped Optic Flow Trans-

fers from Abstract To Realistic Environments

Many VR sickness mitigation strategies involve consistently modifying the visual

stimulus to reduce its impact on the user, but this customised approach can have

drawbacks in terms of complexity of implementation and non-uniformity of user

experience. This study presents a novel alternative approach that involves train-

ing the user to better tolerate the adverse stimulus by tapping into natural adap-

tive perceptual mechanisms. In this study, we recruited users with limited VR

experience that reported susceptibility to VR sickness. Baseline sickness was mea-

sured as participants navigated a rich and naturalistic visual environment. Then,

on successive days, participants were exposed to optic flow in a more abstract vi-

sual environment, and strength of the optic flow was successively increased by

increasing the visual contrast of the scene, because strength of optic flow and the

resulting vection are thought to be major causes of VR sickness. Sickness measures
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decreased on successive days, indicating that adaptation was successful. On the

final day, participants were again exposed to the rich and naturalistic visual en-

vironment, and the adaptation was maintained, demonstrating that it is possible

for adaptation to transfer from more abstract to richer and more naturalistic envi-

ronments. These results demonstrate that gradual adaptation to increasing optic

flow strength in well-controlled, abstract environments allows users to gradually

reduce their susceptibility to sickness, thereby increasing VR accessibility for those

prone to sickness.
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Majed Al-Zayer, Isayas Berhe Adhanom, Paul Macneilage, and Eelke Folmer. (2019).
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tion performance. In Proceedings of the 2019 CHI Conference on Human Factors in

Computing Systems (pp. 1-12).

• The work presented in Chapter 3 has resulted in the following publication:
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(2020, March). The effect of a foveated field-of-view restrictor on VR sickness. In
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• The work presented in Chapter 4 has resulted in the following publication:
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June). Gazemetrics: An open-source tool for measuring the data quality of HMD-

based eye trackers. In ACM symposium on eye tracking research and applications

(pp. 1-5).

• The work presented in Chapter 5 is in review for publication at Frontiers in

Virtual Reality.
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Chapter 2

Field-of-View Restriction to Reduce VR
Sickness Does not Impede Spatial Learning
in Women

2.1 Introduction

Virtual reality (VR) has enjoyed significant popularity in recent years and has fi-

nally emerged from research labs into consumer’s hands. Though consumer VR

headsets have significantly advanced in terms of tracking, latency, refresh rate,

resolution and optics, VR sickness is still considered a major barrier to the mass

market success of VR. VR sickness is a type of motion sickness specific to the do-

main of VR [114] and may involve a suite of symptoms including nausea, pal-

lor, sweating, stomach awareness, increased heart rate, drowsiness, disorientation,

and general discomfort [90]. There is substantial evidence that women are more

susceptible than men to sickness caused by simulators [75, 134, 67, 64] and virtual

reality [120] which might have contributed to a low adoption rate (<5%) of VR

technology among women [186].

A likely trigger of VR sickness is vection, i.e., the visually-induced illusion of

self-motion [94]. Self-motion perception combines visual, vestibular and propri-

oceptive afferents and these systems are usually in agreement. When using real

walking using positional tracking, users generally experience no VR sickness as

vestibular and proprioceptive signals are generated that match the presented opti-

cal flow [107]. However, when navigating VR using a game controller, the absence
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Figure 2.1: Self-motion from optical flow is driven strongly by motion at the periphery
of the retina. Blocking peripheral motion by reducing the field-of-view during locomo-
tion (right image) mitigates sensitivity to visual-vestibular conflict and VR sickness.

of any real physical movement in spite of visual self-motion leads to a sensory

conflict [140], which can induce VR sickness [94].

Self-motion from optical flow is driven strongly by motion at the periphery

of the retina [189]. An effective strategy for reducing VR sickness is to reduce

the user’s field-of-view (FOV) during locomotion (see Figure 2.1) as this reduces

stimulation of the periphery by visual motion [159, 106]. However, related stud-

ies found that applying an FOV restrictor on desktop 3D environments impedes

spatial navigation performance [103, 123, 142], and this effect was significant for

women [41].

Spatial learning is the process of encoding spatial information about an envi-

ronment to enable efficient navigation and to develop a mental representation of

this environment. Sex differences in spatial learning have been well documented

[187]. Although the biological factors that cause this difference remain unclear,

men and women employ different strategies in spatial learning, e.g., men rely pri-

marily on geometric information (e.g., turns and distance travelled) while women

rely primarily on landmarks (e.g. salient objects seen along the path travelled)
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[193, 157]. Though men exhibit better spatial learning performance on certain tasks

[42, 49], on desktop 3D environments this sex difference can be mitigated by pro-

viding women with a larger FOV which is thought to work by increasing their

ability to use landmarks [41, 173].

Sex differences should be considered in the design of interactive systems [20].

FOV restriction is already a widely used strategy [130], but we currently do not

know whether it impedes spatial learning in women. Changes in availability of

spatial learning cues might have significant implications for the general accessibil-

ity of VR. Our paper aims to provide insight into this complex relationship.

2.2 Background

VR sickness (also known as cybersickness or simulator sickness) is a type of mo-

tion sickness that is specific to the domain of VR [114]. There are several theories

that aim to explain VR sickness -but these theories are neither exclusive nor ex-

haustive [94, 148]. The sensory conflict theory [146] attributes VR sickness to a

conflict between the visual, vestibular, and proprioceptive senses. The postural in-

stability theory [151] links VR sickness to a disruption of postural stability caused

by the motion patterns of the visual stimulus of the virtual experience [151]. The

eye movement theory suggests that rapid involuntary eye movements evoked by

optical flow or visual patterns can innervate the vagal nerve and cause VR sickness

[54]. The poison theory suggests VR sickness symptoms like nausea and vomiting

are due to an incorrect application of a survival mechanism that becomes active

when the body is poisoned [179]. The sensory conflict theory, however, seems to

be the most widely accepted theory [91, 99].
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Among individual traits that have been shown to increase the vulnerability to

VR sickness [99, 166, 104, 71], sex is commonly reported, with the observation that

women are more susceptible to VR sickness than men [146, 166, 120, 184]. Hor-

monal differences [37], physiological differences [71], under-reporting of sickness

symptoms by men [23], and differences in FOV [99, 104] have all been proposed as

explanations of this sex disparity in the incidence of VR sickness.

An improperly calibrated interpupillary distance (IPD) on a VR headset could

lead to eye strain which is a symptom of VR sickness as measured by the widely

used Simulation Sickness Questionnaire’s oculomotor discomfort score [90]. US

women have an IPD range of [52–76 mm] [74] while popular VR headsets support a

minimum IPD range of [58–60] mm. It has been shown that improperly calibrated

IPDs could be a reason why women tend to become VR sick more than men [165].

Various methods have been proposed to reduce the incidence of VR sickness.

Due to recent advances, tracking inaccuracy and rendering latency are no longer

significant causes of VR sickness on consumer VR platforms -though these are still

problematic on mobile VR platforms. Real walking using positional tracking gen-

erally doesn’t cause VR sickness, but its use is bounded by available tracking space.

To travel larger distances, users must rely on artificial locomotion technique

(ALT). Examples include partial gait techniques like walking-in-place [178], arm-

swinging [115] or gait negation techniques like omnidirectional treadmills [44] or

low friction surfaces [171]. See [12] for an extensive survey of ALTs. Teleportation

is a widely used ALT that circumvents sensory conflict because it instantly trans-

lates the virtual viewpoint which avoids any optical flow generation. Though it is

a standard ALT in many VR experiences, there are significant concerns with using

teleportation such as low presence [28] and spatial disorientation [36, 88, 22]. For
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multiplayer games, having avatars being discontinuously represented when they

teleport is an issue as it makes it difficult to follow or chase other players [76].

VR sickness can also be reduced by drugs [104], but effectiveness is limited due

to adverse side effects [71]. An alternative is to use behavioral interventions that

either regulate the user’s behavior (e.g., head movements or breathing), or ma-

nipulate the visual stimuli [91]. There is some evidence that balance training can

prevent motion sickness symptoms [154]. Manipulation of the visual stimuli has

been achieved by controlling the FOV [27, 93, 106, 61, 25], using independent back-

grounds and rest frames [145, 51], dynamically controlling travel velocity [174],

freezing the virtual viewpoint rotations [89], and blurring non-salient virtual ob-

jects [125].

The effect of FOV on participants’ performance and quality of user experience

in VR has been the focus of several studies. Reducing the FOV was shown as

an effective intervention to reduce the incidence of VR sickness [159, 106, 27, 93].

Dynamic FOV restriction [61] applies an FOV restrictor as a function of the users

linear and angular velocities [61] which allows users to experience the full FOV

when there is no optical flow. Other studies showed that larger FOV can increase

the sense of presence [159, 106, 103]. However, on desktop 3D environments, FOV

restriction was shown to impede spatial learning performance [191, 123, 142] with

a greater negative impact on women [41, 173]. Even though prior studies used

desktop environments, their findings are highly relevant to VR given that the FOV

of consumer VR headsets (up to 110◦) is still well below the human binocular FOV

(up to 190◦) [79].
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Figure 2.2: Left: the triangle completion task. S = starting position, E = estimated po-
sition, W1 = first waypoint, W2 = second waypoint, W⃗2S = the vector from the second
waypoint to the starting position, and S⃗ E = the vector from the starting position to the
estimated position, which indicates the error of the path integration. Right: FOV re-
strictor showing the waypoint users must navigate to.

2.2.1 Prior Work

In closely related earlier work [10], we investigated whether dynamic FOV restric-

tion affects path integration ability differently in women versus men. Path integra-

tion is one component of spatial navigation and refers to the process of integrating

self-motion (using inertial/visual/auditory cues) over time to obtain an estimate

of one’s current position relative to a starting point [108]. Participants performed

a triangle completion task [109], which is a standardized navigation task for as-

sessing path integration ability. This task required participants to travel from a

starting position to two consecutive waypoints (see Figure 2.2) shown one after

the other, which are non collinear with the starting position and which form two

adjacent legs of a triangle. After arriving at the second waypoint, participants were

then asked to navigate back to the starting position (S) and confirm their location

(E). The distance between (S) and (E) is an indication of the path integration error.

Similar to prior FOV studies [27, 93, 106, 61, 25], participants used a controller for

navigation as this is most likely to induce VR sickness. We recruited 28 participants

(14 females) in our study and found that a dynamic FOV restrictor was effective
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in reducing VR sickness in both sexes –as measured using the simulator sickness

questionnaire (SSQ). Contrary to our expectations, FOV restriction did not impede

path integration ability in men or women.

2.2.2 Study Overview

A limitation of our earlier study was that path integration is considered to be only

one component of spatial navigation which also involves skills like spatial learn-

ing, spatial memory, and constrained route planning [153]. For spatial navigation,

women reportedly rely more on landmarks to cognitively map spaces [193, 157].

Applying an FOV restrictor can block peripheral landmarks which might impede

spatial learning to a larger extent than path integration ability. In this paper we

specifically explore spatial learning and how it is affected by FOV restriction using

a virtual Morris Water Maze (MWM) [17] given that no studies have investigated

this yet.

2.3 Methods

2.3.1 Participants

We recruited 31 participants, with normal or corrected to normal vision, but three

women exited the study due to severe discomfort. This resulted in a final sample

of 28 participants (14 women) who completed the study (minimum: 18, maximum:

42, mean age: 22.96, SD: 5.41) and whose data was considered in our analysis. We

balanced the sex of participants in order to assess the role of sex in spatial learning
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Figure 2.3: Summary of participants ratings of their frequency of using VR and their
tendency of getting motion or VR sick on a scale of 1 (never) to 5 (very frequently). The
results are reported in the form of percentage (count).

and VR sickness incidence. We asked participants to rate their frequency of using

VR on a scale of 1 (rarely) to 5 (very frequently) as well as their frequency of getting

motion or VR sick and the results broken down by sex are listed in Figure 2.3.

Participants were recruited at the University of Nevada through flyers and word

of mouth. Each participant was given a $15 Amazon gift card as compensation

for their participation. This study was approved by the University of Nevada’s

Institutional Review Board.

A power analysis, with power set at 0.8, α set at 0.05, and estimated effect

size set at 0.28, indicated that 28 participants would be required to have adequate

power. The effect size was estimated based on effect sizes found in other similar

virtual reality studies, and in our closely related previous work [10, 61]. Power

analysis was performed with G*Power 3 [57].
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2.3.2 Materials

Equipment

We used the HTC Vive as the VR headset in this study which has a 110◦ diago-

nal FOV, 90Hz refresh rate, 2160×1200 pixels of combined resolution, adjustable

interpupillary distances, and six-degrees of freedom tracking for position and ori-

entation, respectively. The headset was powered by a computer having a 3.4GHz

AMD Ryzen 7 eight-core processor with 16GB memory and NVIDIA GeForce GTX

1080 Ti graphics card running Windows 10. We were able to achieve a frame rate

close to 90 fps for our MWM simulation. An Xbox 360 controller was used for

omni-directional locomotion using the left thumb-stick and for selection partici-

pants used the A button. This controller was more familiar to participants and

more suitable for our study than the Vive track-pad as the thumb-stick offers bet-

ter haptic feedback and granularity of control.

Tasks

Virtual Morris Water Maze Task First introduced by Richard Morris in 1981

[118], the MWM task has been one of the gold standards in behavioral neuro-

science to evaluate spatial learning and memory in rodents [17]. Studies on hu-

man spatial learning and memory have used a virtual version of the MWM [17].

Briefly, the task tests the quality of the subject’s spatial learning through their abil-

ity to remember the location of a hidden object in reference to distal cues that are

not co-located with the hidden object [118]. This task can be used to investigate

which mechanism is more dominant during spatial navigation, path integration

or landmark based navigation [108]. Previous work has reported sex differences
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Figure 2.4: Left: Depiction of the Virtual MWM we used in this study with one location
of the platform location shown in yellow and landmarks on the walls. Right: Third-
person view of the water maze used in the object placement task.

in performance of the MWM task with men relying more on path integration and

women relying more on landmark-based navigation [193, 157]. We believe find-

ings achieved using the MWM task generalize to navigating any virtual environ-

ment as this typically relies on a combination of path integration and landmark

based navigation.

For locomotion input we used a controller because previous studies that have

evaluated the effectiveness of FOV restriction also used a controller and found this

to induce VR sickness [159, 106, 27, 93, 61]. In each trial, participants started from a

starting position at the edge of the pool while facing the wall (see Figure 3). Partici-

pants were then asked to move around in the pool to find a hidden platform under

the water surface within 1 minute. The platform was found when participants

crossed its location under the water surface. This was indicated to the participant

using sound feedback and by the platform raising up, which elevated their view-

point. If the platform was not found within 1 minute, participants heard a different

feedback sound and the platform was made visible. When that happened, partici-
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pants were asked to move towards the platform until they reached it. Participants

then continued on to the next trial after 5 seconds.

To assess spatial learning over time, participants were asked to locate the hid-

den platform over several trials grouped in blocks. Within a block of trials, the

location of the platform was fixed but the starting point changed on each trial. In

blocks that followed, the location of the platform, the sequence of starting posi-

tions, and the landmarks were changed. Participants went through 6 blocks of 6

trials each for every FOV condition. Starting positions were separated by 30◦ and

a random sequence of starting positions was created for each block of trials.

Object Placement Task For navigation, humans generally rely on a combina-

tion of two distinct strategies defined by the spatial memory process they rely on,

e.g., allocentric and egocentric navigation [32]. Where egocentric navigation re-

lies on learned associations between the observer and landmarks (self-referenced),

allocentric navigation relies more on a cognitive map of the environment (world-

referenced). Because our assumption is that an FOV restrictor may impede the

observation of landmarks, this would primarily affect allocentric learning. To eval-

uate this, we used an additional task where we tested participants’ ability to esti-

mate the location of the platform using an object placement task. This task was

modeled after the relative vector discrimination (RVD) task proposed by Starrett

and Ekstrom [169]. Spatial memory is never purely egocentric or allocentric [60]

and the RVD task was designed in such a way that the optimal solution relies on

allocentric information. With the RVD task, after finding the platform, participants

were presented with a bird’s-eye view of the arena and had to place a platform in

the remembered location.
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Virtual Environment

We modeled our virtual MWM exactly after the one used in [17]. The virtual en-

vironment consists of a 42m-wide circular pool filled with opaque water below

which is a hidden 2m × 2m × 2m cubic platform. When made visible, the plat-

form is elevated 1m above the water surface. The pool is positioned at the center

of an open-roof 75m-wide circular arena with a wall that is 8m-high. Placed on

the wall of the arena are four 2D images distributed evenly. Each of these im-

ages act as a distal cue that participants can use to remember the position of the

platform. Distances were mapped such that 1 Unity unit equals 1m. Participants

experienced the environment at a first-person-view and achieved navigation us-

ing the thumb-stick of the Xbox 360 controller at a speed that varied between 0

and 4.2m/s. Omni-directional steering was achieved using the same thumb-stick

at a direction relevant to the virtual viewpoint’s forward vector. Participants al-

ways started the virtual experience from a point at the edge of the pool. To ensure

that participants always stay in the pool, the water surface was made 1m below

the pool wall. We used Blender to design the virtual environment that was im-

ported to Unity3D, the virtual world generator used to run the study. We used the

FOV restrictor developed by SixWays [175] and configured it as explained in the

previous section. Our implmentation of the virtual MWM and the FOV restrictor

can be found on Github 1. Figures 2.5 and 2.4 show first-person and third-person

views of the virtual environment, respectively.

1

https://github.com/isayasMatter/virtual-morris-water-maze
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2.3.3 Design

We used a 2×2 mixed factorial design in which sex and FOV condition were the in-

dependent variables. Sex was the between-subjects variable with two levels: Men

and Women. FOV condition, the within-subjects variable, also had two levels: no

FOV restriction (RN) and dynamically changing FOV (RY). We use a dynamic FOV

restriction [63] as unlike a static FOV restrictor this allows users to experience the

full FOV while they are stationary. We considered eight dependent variables in

this study. Four of these measured spatial learning: learning rate, distance trav-

eled, placement error, and placement latency. The remaining four were the SSQ

[90] scales: Total Severity (TS), Nausea (N), Oculomotor Discomfort (O), and Dis-

orientation (D). Each participant experienced two sessions, one for each FOV con-

dition. To minimize the transfer of VR sickness symptoms across sessions, each

session was conducted on a separate day with at least 24 hours of rest between

sessions. Most participants returned the next day but due to scheduling conflicts

the maximum time one participant returned for the second session was 4 days.

Each session contained six blocks of trials with each block containing six plat-

form search trials and one object placement task. The order of blocks was changed

across sessions to minimize learning effects. Half of the participants started with

the RN condition (Group A) while the other half started with the RY condition

(Group B). We alternated the assignment of men and women to each group to en-

sure that both groups had an equal number of men and women.

Each participant experienced two FOV conditions in this study: the full FOV

allowed by the VR headset (RN) and the dynamic FOV restriction (RY) (see Figure

2.5). Similar to Fernandes and Feiner [61] and Bolas et al. [25], we dynamically
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Figure 2.5: Visual conditions used in the study. Left: Morris Water Maze with no restric-
tor. Right: Water maze shown using an FOV restrictor.

manipulated the FOV as a function of the participant’s linear and angular speeds

using a black texture with a transparent circular cutoff (Figure 2.5). The restrictor

narrowed down the FOV as a response to and increase in linear or angular move-

ments by manipulating the radius of the circular cutoff according to the following

formula [175]:

FOVr,t = FOVr,t−1 × [1 − (RFmax × max(
vt

vmax
,
ωt

ωmax
))] (2.1)

where FOVr,t and FOVr,t−1 are the radii of the circular cutoff at times t and t − 1, re-

spectively. RFmax is the maximum restriction applied to FOVr,t−1 at the peak linear

or angular speeds. vt and vmax are the current and maximum virtual linear speeds,

respectively. ωt and ωmax are the current and maximum virtual angular speeds, re-

spectively. We empirically chose a value of 0.75 for RFmax to match the tunneling

effect used in common VR experiences such as Google Earth VR. Through prelim-

inary trials, we found the values 4.2m/s and 180◦/sec suitable for vmax and ωmax,

respectively. To make participants less distracted, the edges of the restrictor were
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feathered and FOV restriction was applied gradually over time.

2.3.4 Measurements

Virtual MWM Task

We measured participants’ performance in the virtual MWM task in terms of learn-

ing rate and distance traveled. We quantify learning rate as the mean of slopes of

the normalized search completion (tn) times across blocks. For each search trial, we

calculated tn as follows:

tn =
tc

I⃗P
(2.2)

where tc is the trial completion time and I⃗P is the absolute distance between the

starting position and the hidden platform position. We performed this normaliza-

tion to factor out the time needed to travel directly to the platform from the search

time. Because no place learning takes place during the first trial of a block, we ex-

cluded the first trial from the learning rate calculation. Because we are interested

in the performance difference between the beginning and the end of a block, the

slope was calculated from the second and last trials. A steep negative slope indi-

cates learning. The distance traveled was measured as the mean distance traveled

across all trials.

Object Placement Measures

We measured object placement performance in terms of placement error and place-

ment time. The placement error was measured as the Euclidean distance between
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the estimated platform position and its actual position. The placement time was

measured as the elapsed time from the start of the task until the participant presses

the controller’s A button.

Simulator Sickness Questionnaire Measures

We measured VR sickness symptoms through the SSQ and scored them according

to the procedure prescribed by Kennedy and Lane [90] to obtain the weighted To-

tal Severity (TS), Nausea (N), Disorientation (D), and Oculomotor discomfort (O)

scores.

2.3.5 Procedure

The study was conducted in a quiet space void of obstacles. On the first day, upon

their arrival, participants were greeted and seated for an orientation at which par-

ticipants were familiarized with the goal of the study, its duration, collected data,

and tasks. The participants’ IPD was then measured using a ruler and was used to

calibrate the VR headset’s IPD. We asked participants whether they could properly

converge using this setting and if this wasn’t the case, we let them adjust the IPD

settings until they could. The IPD of the headset (HTC Vive) used in this study

was limited to a value that varied between 60.9mm and 75.4mm. Accordingly,

participants’ measured IPD was rounded up or down to the limits of the headset’s

IPD when their IPD was outside the range of the headset’s IPD. Participants were

then asked to stand at the center of the tracking space to take part in the training

session, whose goal was to familiarize participants with the controls, the virtual

environment, and the tasks. The training session consisted of one block of three
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platform search trials followed by an object placement task. For training purposes,

participants were informed that the platform shall be positioned at the center of the

virtual pool for all three search trials. To familiarize participants with the unsuc-

cessful search scenario, we asked participants not to move during the first training

trial until the deadline has passed, which we set for 20 seconds only for the train-

ing session. While they were briefed about the platform search task, we pointed

out to participants the location of the four landmarks that could be used to remem-

ber the location of the platform. Navigation generally relies on a combination of

path integration and landmark navigation and we encouraged participants to use

landmarks since we anticipated this process to be affected by FOV restriction.

Participants were also encouraged to strike a balance between estimation time

and accuracy while performing the placement task. Each participant performed

six blocks, each consisting of six platform search trials and one placement task.

Participants filled in a SSQ at the end of the session. On the second day, partici-

pants performed six experiment blocks, and then filled in another SSQ at the end

of the trial. Participants then filled a post-study questionnaire at which they pro-

vided their age, sex, frequency of experiencing motion or VR sickness (five-point

Likert scale), and their experience with VR (five-point Likert scale). On average,

the duration of the study took approximately one hour divided between day one

(≈ 40 minutes) and day two (≈ 20 minutes).

2.4 Results

We report on the analysis of results of our 28 participants who fully completed our

study. Table 2.1 gives a summary of the results in terms of means and standard
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Condition No restrictor (RN) FOV restrictor (RY)
Sex Women Men Total Women Men Total
Virtual MWM
Learning rate -.01 (.1) -.03 (.1) -.02 (.1) -.01 (.1) -.09 (.1) -.05 (.1)
Distance 39.78 (8.0) 38.26 (8.6) 39.02 (8.2) 39.61 (6.2) 37.34 (8.4) 38.48 (7.4)
Object Placement
Accuracy 3.04 (.9) 3.38 (1.4) 3.21 (1.2) 2.81 (1.0) 3.02 (1.3) 2.91 (1.2)
Time 8.84 (2.4) 10.53 (4.4) 9.69 (3.6) 9.36 (3.8) 10.92 (5.2) 10.14 (4.5)
Simulator Sickness Questionnaire
SSQ Total Score 27.52 (27.9) 23.78 (28.7) 25.65 (27.6) 15.76 (18.2) 16.56 (17.8) 16.16 (17.6)
SSQ Disorienta-
tion

33.81 (41.1) 24.86 (37.9) 29.33 (39.1) 19.89 (27.14) 15.91 (26.1) 17.90 (26.2)

SSQ Nausea 25.21 (26.1) 22.49 (23.6) 23.85 (24.4) 12.95 (17.4) 14.31 (14.4) 13.63 (15.7)
SSQ Oculomotor 17.33 (18.7) 16.78 (22.7) 17.05 (20.4) 10.83 (11.4) 13.54 (16.3) 12.18 (13.9)

Table 2.1: Quantitative measures of virtual MWM, Object placement, and simulator
sickness questionnaire in terms of mean (standard deviation).

deviations. For all our analyses, all our data was tested for normality using a

Shapiro-Wilk test, and Levene’s test for homogeneity of variances was used to test

for homogeneity of variances amongst groups.

2.4.1 Virtual Water Maze Task

Spatial performance in the virtual MWM task was measured in terms of learning

rate and distance traveled. Figures 2.6 and 2.7 show summary of the results. There

was homogeneity of variances in our MWM task data, as assessed by Levene’s test

of homogeneity of variance (p > .05).

A two-way mixed ANOVA did not detect a significant interaction between sex

and FOV condition (F1,26 = 2.41, p = .13, η2
p = .085) with respect to learning rate.

No significant difference was found between FOV conditions (F1,26 = 1.86, p =

.19, η2
p = .067) while women had significantly slower learning rate than men (F1,26 =

4.21, p = .050, η2
p = .139). This p-value was exactly 0.050 (truncated out to three

decimal places) and is therefore considered significant given that p is significant
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Figure 2.6: Average learning rate shown in terms of the slope and summarized by sex
and FOV condition. RN= No FOV restriction. RY = Dynamic FOV restriction. Error
bars show standard deviation.

for p≤ α [87].

A two-way mixed ANOVA did not find a significant interaction between sex

and FOV condition (F1,26 = .05, p = .83, η2
p = .002) with respect to distance traveled.

No significant main effect of sex (F1,26 = .6, p = .45, η2
p = .023) or FOV condition

(F1,26 = .10, p = .75, η2
p = .004) was detected either.

2.4.2 Object Placement Task

We measured performance in the object placement task in terms of their estimation

accuracy of the platform location and time delay to provide the estimation. Fig-

ures 2.8 and 2.9 show summary of the results. A Levene’s test of homogeneity of

variance showed that there was homogeneity of variances (p > .05) across groups

in our placement task data.
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Figure 2.7: Average distance traveled summarized by sex and FOV condition. RN= No
FOV restriction. RY = Dynamic FOV restriction. Error bars show standard deviation.

A two-way mixed ANOVA did not find a significant interaction effect between

sex and FOV condition (F1,26 = .13, p = .72, η2
p = .005) with respect to placement ac-

curacy. No significant effect of sex (F1,26 = .47, p = .50, η2
p = .018) or FOV condition

(F1,26 = 2.28, p = .14, η2
p = .081) was found either.

A two-way mixed ANOVA did not find a significant interaction effect between

sex or FOV condition (F1,26 = .01, p = .92, η2
p = .000) with respect to placement

time. No significant effect of sex (F1,26 = 1.33, p = .26, η2
p = .049) or FOV condition

(F1,26 = .54, p = .47, η2
p = .020) was found either.

2.4.3 Simulator Sickness Questionnaire

Levene’s test was conducted to assess the equality of variances in our SSQ data,

and the test showed that there was homogeneity of variances (p > .05) across the
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Figure 2.8: Object placement accuracy in terms of placement error and summarized by
sex and FOV condition. RN= No FOV restriction. RY = Dynamic FOV restriction. Error
bars show standard deviation.

groups. A two-way mixed ANOVA did not find an interaction effect between sex

and FOV condition with respect to the TS (F1,26 = .32, p = .58, η2
p = .012), N (F1,26 =

.33, p = .57, η2
p = .013), O (F1,26 = .175, p = .68, η2

p = .007), and D (F1,26 = .213, p =

.649, η2
p = .008) scores. No significant main effect of sex was found on the TS (F1,26 =

.03, p = .86, η2
p = .001), N (F1,26 = .01, p = .92, η2

p = .000), O (F1,26 = .031, p =

.86, η2
p = .001), and D (F1,26 = .31, p = .58, η2

p = .012) scores. FOV restriction resulted

in significantly lower TS (F1,26 = 8.30, p = .008, η2
p = .242), N (F1,26 = 8.31, p =

.008, η2
p = .242), O (F1,26 = 6.30, p = .019, η2

p = .195) and D (F1,26 = 4.50, p = .044, η2
p =

.147) scores. Figure 2.10 shows a summary of the results.

Seven participants (all women) had IPDs less than 60.9mm, which is the min-

imum IPD of the VR headset we used in this study. We analysed the IPD results
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Figure 2.9: Object placement time summarized by sex and FOV condition. RN= No FOV
restriction. RY = Dynamic FOV restriction. Error bars show standard deviation.

Figure 2.10: The weighted total severity, nausea, oculomotor discomfort, and disorien-
tation SSQ scores summarized by sex and FOV condition. RN= No FOV restriction. RY
= Dynamic FOV restriction. Error bars show standard deviation.

to check if improper IPD calibration due to the headset limitation could have led

to eye strain that would, in turn, lead to oculomotor discomfort. We did not find,
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however, a significant difference between the Oculomotor Discomfort scores of the

seven women in question and the rest of the participants (t27 = −1.94, p = .062).

2.5 Discussion

2.5.1 Spatial Learning

Similar to previous studies [17, 139] that explored sex differences using a virtual

MWM task, our study found a significant sex difference in spatial learning, with

women showing a significantly lower learning rate. This is quantified in terms of

improvement in place learning over time, given fixed distal landmarks.

Also similar to these previous studies [17, 139], we did not observe any sig-

nificant differences between men and women in the object placement task (i.e.,

spatial memory retrieval). Previous research suggests that having participants ex-

perience the object placement task from a third-person view makes performance

depend more on allocentric information (e.g., landmarks) than the virtual MWM

task [169]. The narrower sex difference in performance of the object placement

task could be a consequence of women using landmark-based navigation more of-

ten than men do [157]. Participants took part in the object placement task after

several repetitions of the virtual MWM task. This might have given participants

enough time to learn the position of the platform by the time they started the object

placement task, which might be another reason why no sex difference was found

in the object placement task. This is in line with a previous study which suggests

that environment familiarity through repetition can lead to reduced observations

of sex differences in spatial abilities [127].
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Our findings are important because unlike earlier virtual MWM studies [17,

139] that used desktop 3D environments, our study used a VR headset, which

offers a different spatial information fidelity profile than desktop VR [169]. Thus,

our findings are applicable to today’s consumer VR platforms.

2.5.2 FOV restriction

Our analysis did not find a significant effect of FOV restriction on spatial learn-

ing. On the surface, this seems to contradict previous studies on desktop plat-

forms which showed that restricting FOV impedes spatial navigation performance

of both sexes in general [103, 123, 142] and of women in particular [41, 173]. There

are, however, key differences in our study that might explain why we obtained

different results. We used a VR headset that has an FOV of 110◦. Participants in

previous studies, however, experienced VR using a desktop monitor with signifi-

cantly lower FOV. Moreover, the FOV was fixed throughout the experiment session

in earlier studies. The restrictor that we used, however, only gets narrowed as a

response to participants’ linear or angular head movement, giving participants an

opportunity to experience the full FOV provided by the headset while their head is

stationary. However, when looking around to find the next waypoint, an FOV re-

strictor is applied based on angular head velocity. Our study investigated dynamic

FOV restriction in comparison to the baseline condition of no FOV restriction, we

believe future research should compare fixed vs. dynamic FOV restriction.

These two differences in the degree of FOV and the behavior of the FOV restric-

tor might have given both men and women a fair chance in performing equally

across FOV conditions in our study.
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2.5.3 VR Sickness

The use of a dynamic FOV restrictor was effective in reducing VR sickness for both

sexes while it did not impede spatial learning. However, unlike previous studies

[75, 120, 134, 67, 64, 166], we did not find a significantly greater report of VR sick-

ness in women compared to men based on any of the SSQ scores. Besides issues

regarding experimental conditions and hardware a possible reason for this could

be due to the nature of the navigation task used in our study. Generally, VR ex-

periences with involuntary movements are more likely to induce VR sickness than

VR experiences where the user controls their movements [116, 168] –though a re-

cent study using a driving simulators found a contradictory result [183]. In our

study, participants were standing up and could rotate their view with their head

which minimizes visual-vestibular conflict. Earlier studies that found sex differ-

ences used involuntary movements (i.e., roller coaster) or used fixed head posi-

tions with the viewpoint updated by a controller which could have exacerbated

VR sickness incidence. An implication of this decision is providing participants

with limited proprioceptive and vestibular input which might have reduced the

magnitude of sensory conflict, which might have led to low VR sickness scores

across sexes.

Out of the 31 participants we recruited for this study, three participants exited

due to severe discomfort on the first session. Two of these participants experienced

VR with a full FOV, while the third experienced it with the FOV dynamically re-

stricted. It is interesting to note that all of those who exited were women with very

limited experience using VR. Two of these participants also reported having fre-

quent occurrences of motion or VR sickness. Since frequent exposure to VR can re-

duce the symptoms of VR sickness and past experience with VR sickness [166, 99]
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can influence the incidence of VR sickness, these two factors might at least partially

explain why these participants exited the study. Although our choice of number of

participants matches previous similar studies [61], most of the effect sizes revealed

a medium to large effect size [40]. A larger number of participants could increase

the effect size and make our results and findings more certain. Therefore, as future

work, we plan to expand the study by recruiting more participants.

Our results indicate that an FOV restrictor used with high-end consumer VR

headsets seems to be effective for both sexes in reducing VR sickness without im-

peding spatial learning. Our results complement earlier findings on this relation-

ship [10], but this prior study only evaluated path integration ability. Combin-

ing results from both studies provides strong evidence that FOV restrictors can be

safely used to minimize VR sickness with no adverse side effects on spatial navi-

gation performance.
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Chapter 3

The Effect of a Foveated Field-of-view
Restrictor on VR Sickness

3.1 Introduction

Virtual Reality (VR) has finally emerged from research labs into consumers’ hands.

In less than a decade, consumer VR headsets have significantly advanced in terms

of tracking, latency, refresh rate, resolution and optics. However, VR sickness is

still preventing many people from using VR. VR sickness is considered a type of

motion sickness that is specific to the domain of VR [114] and may involve various

symptoms including nausea, pallor, sweating, stomach awareness, increased heart

rate, drowsiness, disorientation, and general discomfort [90]. Up to 67% of adults

may experience mild to severe symptoms [33], but there is growing evidence that

women are more likely to experience VR sickness than men [120, 67].

Though various theories have been postulated that aim to explain VR sickness

(see related work), the most likely trigger of VR sickness is generally considered to

be vection, i.e., the visually-induced illusion of self-motion [26]. Self-motion per-

ception involves inputs from the visual and vestibular systems and usually these

inputs are in agreement. When walking around in VR with the viewpoint updated

using positional tracking, users generally don’t experience VR sickness because

vestibular and proprioceptive afferents from walking are generated that match the

perceived optical flow. VR sickness typically occurs when there is visual self mo-

tion, but no real physical movement which leads to sensory conflict [140]. This
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can happen when users try to navigate VR using a game controller with steering

and rate control activated using a thumbstick. Teleportation avoids optical flow

generation as it instantly translates the user’s viewpoint and thus avoids sensory

conflicts. Despite its wide usage, teleportation is considered to offer a low pres-

ence [28] while the absence of optical flow can lead to spatial disorientation [22].

For multiplayer games, discontinuous avatar representations present a challenge

for gameplay design as it is impossible to follow or chase other players [76].

To be able to still use a controller for navigation, a widely used solution to

reduce vection-induced VR sickness is to reduce the field-of-view (FOV) during

locomotion. Because motion from optical flow is primarily detected by the periph-

ery of the retina [189], the idea is to block the peripheral stimulation by applying

an opaque texture with a transparent circular hole to the center of the user’s FOV

within the HMD (see Figure 3.1:left). This strategy is also known as tunneling as it

gives users the impression that they are traveling through a tunnel. Restrictors can

be implemented fairly non-intrusively with users barely observing their presence

[61]. Various studies have found FOV restriction to be effective in reducing vec-

tion, visual-vestibular conflict and resulting VR sickness [159, 106, 27, 93, 61]. FOV

restriction is already widely used in popular VR experiences and is recommended

by Google’s and Oculus’ VR design guidelines [4, 130].

Eye tracking isn’t widely available on consumer VR headsets, therefore existing

FOV restrictor implementations use a fixed restrictor where the effect is applied to

the center of the head-fixed FOV which is only updated by the user’s head gaze.

Peripheral motion stimulation is most optimally blocked when the head and eye

gaze align, i.e, when the user is looking at the center of the HMD. However, this

may not always be the case; for example, the user’s eye gaze may shift to eccentric
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Figure 3.1: FOV restriction during locomotion is a widely used strategy to mitigate
visual-vestibular conflict and VR sickness. A limitation of existing implementations
is that they use a viewport fixed restrictor (left). In this paper we explore the effective-
ness of a foveated restrictor (right) that moves with the user’s eye gaze.

targets in the visible field that are blocked by the restrictor.

In this example, the effectiveness of a FOV restrictor is impeded because the

user’s peripheral vision is not fully blocked by the restrictor exposing it to optical

flow, which could increase VR sickness. Because the restrictor is head-fixed, the

user’s gaze is confined to a very small region because there is nothing to see where

the restrictor is applied. This head-fixed FOV restrictor is a somewhat unnatu-

ral implementation that does not appropriately leverage known properties of the

human visual system. Namely foveal vision offers high resolution centrally, with

resolution that drops toward the periphery.

In this paper we evaluate a new type of FOV restrictor, one where the restrictor

is gaze responsive. This foveated FOV restrictor assures that peripheral vision

always remains blocked from any optical flow, which could lower VR sickness,

and makes it impossible for a user to look at the restrictor itself, allowing users to
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visually explore a larger portion of the virtual environment during locomotion.

3.2 Related Work

VR sickness is still considered a major hurdle for the large scale adoption of VR.

A number of theories have been proposed that aim to explain VR sickness-but

these theories are neither exclusive nor exhaustive [94]. We discuss these as well

as various solutions that have been proposed to mitigate VR sickness.

The eye movement theory suggests that rapid involuntary eye movements evoked

by optical flow or visual patterns can innervate the vagal nerve and cause VR

sickness [54]. This happens when an image moves contrary to the user’s expec-

tations and unnatural eye motions are required to keep the scene image stable on

the retina. To judge space, positions, and orientations around them, a person must

select a reference frame within which to make judgements. A rest-frame can be

defined as a specific reference frame that the observer chooses and that appears

to be stationary [144]. Many VR experiences are devoid of such a rest-frame, but

involuntary eye movements can be reduced when a rest frame is added. For exam-

ple: in a driving or flying simulator one can add a heads-up display (HUD). For

other VR experiences a HUD might break presence, therefore a virtual nose [192],

or an independent background [144] can be used.

The postural instability theory [151] links VR sickness to a disruption of pos-

ture stability caused by the motion patterns of the visual stimulus of the virtual

experience [151]. Repeated exposure to VR would allow users to better control

posture and balance and in due time VR sickness will dissipate.
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The sensory conflict theory [146] attributes VR sickness to a conflict between the

visual, vestibular, and proprioceptive senses. VR sickness results from a sensory

disagreement between expected motion and motion that is actually experienced.

An evolutionary explanation [179] as to why conflict leads to sickness is that the

brain interprets sensory conflict as a sign of intoxication which then triggers nau-

sea/vomiting/sweating as self-defense responses.

The sensory conflict theory is currently the most widely accepted VR sickness

theory [91, 99]. Due to recent advances, tracking inaccuracy and rendering latency

are no longer significant causes of visually induced VR sickness on consumer VR

platforms -though these are still problematic on mobile VR platforms.

Sensory conflict can be reduced by avoiding optical flow generation, for exam-

ple by using teleportation. Teleportation is a widely used alternative locomotion

technique that allows users to safely navigate beyond the confines of available

tracking space but it has issues with low presence [28] and spatial disorientation

[22]. A controller is the defacto input technique for navigating 3D environments

on desktop/console platforms but using a controller in VR is likely to cause VR

sickness [181].

Several studies [159, 106, 103] suggest a positive relationship between FOV

size and presence but that negative relationship to VR sickness exists, i.e. us-

ing a larger FOV increases presence but also increases VR sickness. Self-motion

from optical flow is driven most strongly by motion at the periphery of the retina

[182, 189]. Blocking peripheral motion stimulation by reducing the user’s FOV

(i.e. tunneling) during locomotion is an effective strategy to reduce VR sickness

[159, 106, 27, 93, 61]. FOV restriction has been found to be equally effective for

both men and women and does not impede path integration ability [10]. Other
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strategies to reduce optical flow generation include blurring non-salient virtual

objects [125] and optical flow analysis to filter out content that increases optical

flow [105]. Optical flow can also be minimized by dynamically controlling the

travel velocity [65, 174]. FOV restriction seems to be the most widely implemented

strategy to reduce VR sickness and can be found in many popular VR experiences

(e.g., Google Earth VR). However, current implementations of FOV restriction do

not take the user’s eye gaze position into consideration, and could therefore be less

effective when the user’s eye gaze and head gaze are not aligned. An abandoned

patent application exists [58] that describes a foveated FOV restrictor, but to date

no studies have evaluated the effectiveness of such a restrictor, which is what our

paper contributes.

3.3 Design of foveated FOV Restrictor

To implement a foveated FOV restrictor (FV) that responds to the user’s eye gaze,

we first implement a fixed FOV restrictor (FX) based on the strategy of Bolas et al

[25], Fernandes, and Feiner [61] to dynamically manipulate the FOV in response

to changes in the participant’s linear and angular velocities in the virtual environ-

ment. After the fixed restrictor we implement a method to manipulate it’s position

in the VE based on the user’s eye gaze position.

For both FOV restriction conditions (FX and FV), the FOV was decreased as the

participant’s speed or angular velocity increases. To restrict the FOV, we used a

black texture with a fully transparent circular cut-off. The circular cut-off is de-

fined by an inner and outer radius that together form an annulus. We call the

region between these two radii the feathering region. In this region the opacity
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of the circular cut-off increases linearly from completely transparent to completely

opaque. The inner radius of the circular cut-off is calculated using the following

formula [175].

FOVr,t = FOVr,t−1 × [1 − (RFmax × max(
vt

vmax
,
ωt

ωmax
))] (3.1)

FOVr,t−1 is the radius of the circular cut-off at time t − 1. RFmax is the amount

of restriction applied to FOVr,t−1 at the maximum virtual speed. vt and ωt are the

virtual linear and angular virtual speeds, respectively, at time t. vmax and ωmax are

linear and angular virtual speeds, respectively, at which the maximum FOV re-

striction is applied. We set RFmax to 0.75 for both conditions, which is equivalent

to a minimum FOV of 55◦ on the HTC Vive Pro Eye with a FOV of around 110◦.

We empirically found that this value is close to the max FOV restriction applied

by popular VR experiences such as Google Earth VR [5]. We specifically chose

this value as to be able to maximally suppress VR sickness. The outer radius is al-

ways set to be RFmax + 0.1, which indicates that the feathering region covers about

11◦ of the FOV on the HTC Vive Pro Eye. The value of vmax was set to 1.4 m/s,

a value that matches the average preferred walking speed of humans [117]. We

empirically found 180◦/sec worked best as a maximum angular speed to ensure

a frequent FOV restriction as a response to the dynamics of head movement. The

FOV restriction was applied gradually over 0.15 seconds and the edges of the cir-

cular cut-off were feathered as these factors were found to make the restrictor less

noticeable to the participants [61].

For the fixed FOV restrictor the center of the restrictor was always fixed at the

center of the user’s viewport, or at (0, 0) in normalized screen coordinates, where
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the lower left corner of the viewport is represented by (-1,-1) and the upper right

corner is represented by (1,1). For the foveated FOV restrictor the center of the

circular cut-off is moved in response to the user’s eye gaze. The user’s eye gaze

position in normalized coordinates was used to move the center of the circular cut-

off accordingly at every frame update. To ensure that the movements of the FOV

restrictor are smooth and subtle to the user, the eye gaze positions are smoothed

using Unity’s smooth damp algorithm with a smooth-time parameter of 0.15 sec-

onds. Eye gaze smoothing also helps us avoid jerky movement of the restrictor

during blink events. Finally, to avoid blocking large parts of the VE by the foveated

restrictor, we ensure that the center of the restrictor does not move beyond the cen-

tral 20◦ of visual angle. We chose this value because it is the threshold for gaze

shifts that do not involve head movements [136].

3.4 User Study

Based on the arguments presented in the introduction, our study aimed to investi-

gate the following three research questions:

Research Questions

◦ RQ1: Will the foveated FOV restrictor reduce VR sickness more than a fixed

FOV restrictor?

◦ RQ2: Will the foveated FOV restrictor allow for a more unrestricted view

of the VE than the fixed FOV restrictor?

◦ RQ3: Will a foveated FOV restrictor be less noticeable to users than a fixed

FOV restrictor?



43

Because there is some evidence that women are more likely to experience VR

sickness [120, 67], as a secondary factor, we evaluate the effect of sex for each re-

search question. In order to do achieve this we balance the sex of participants.

3.4.1 Equipment

We use an HTC Vive Pro Eye HMD with a diagonal FOV of 110◦, refresh rate of

90Hz, a combined resolution of 2880×1600 pixels, six degrees of freedom (DoF)

for position and orientation tracking, and adjustable interpupillary (IPD) and fo-

cal distances. The headset was powered by an AMD Ryzen 7 1700X Eight-Core

processor with 16GB of memory and NVIDIA GeForce GTX 1080ti graphics card

running Windows 10. We track eye gaze using the HTC Vive Pro Eye’s integrated

binocular eye trackers which are capable of dark pupil binocular eye tracking with

an output frequency of 120 Hz. Eye tracking can be performed in a 110◦ field of

view which is equal to the HMD’s field of view. The eye trackers have an estimated

accuracy of 0.5◦ − 1.1◦.

Participants provided input using an XBox controller that we preferred over

the Vive’s motion sensing controller because participants were likely to be more

familiar with this controller and the profile of the thumb stick used for navigation

provides better tactile feedback than the Vive’s touchpad.

We use Unity3D engine version 2019.1.6 and the Unity3D VR plugin SteamVR

version 1.7 to develop the application. HTC’s Sranipal SDK version 1.1.0.1 [1] was

used to read eye tracking data from the eye trackers. We used the tunneling effect

implementation of SixWays [175] to dynamically manipulate the FOV as per the

specifications mentioned in Section 3.3.
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Figure 3.2: Birdseye view of the virtual environment we used in the experiment ses-
sions, with red dots representing waypoint positions.

3.4.2 Virtual Environment

The VE used was adapted from the Windridge City environment asset [2] from

the Unity Asset Store. The environment (Figure 3.2) consists of an urban setting

surrounded by lush forests and winding dirt roads. A set of 105 waypoints, each

represented by a blue glowing orb, with a surrounding particle effect animation,

were added to guide the participant’s movement in the VE. The average distance
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between successive waypoints was 30m. During the experiment only one way

point is shown at a time starting with the first waypoint. A waypoint disappears

as a participant approaches within 1.5m of the waypoint, and the next waypoint

appears in the environment. Participants used the Xbox controller’s thumbstick to

navigate the VE at a speed that varied between 0 and 3 m/s. The same thumbstick

was used for steering in a direction relative to the head’s forward vector.

3.4.3 Measurements

Measurements were collected through our custom virtual environment (VE) and

various questionnaires. To investigate RQ1, we use the popular simulator sick-

ness questionnaire (SSQ) [90] along with the self-reported discomfort scores in or-

der to measure VR sickness. The discomfort score was collected through the VE

by prompting the user to select a score after every five waypoints. This mecha-

nism was pioneered by Fernandes and Feiner [61] and allows a sampling of a VR

sickness score during the trial. The discomfort scores were averaged for each par-

ticipant per FOV condition to obtain an average discomfort score (ADS), and an

ending discomfort score was calculated by using the last discomfort score for each

participant per condition. The SSQ scores were collected with post-exposure ques-

tionnaires using Google forms. Data collected from the SSQ are used to calculate

four associated scores, namely: Total Severity, Oculomotor, Nausea, and Disori-

entation scores. These scores were calculated as per the conversion formulas by

Kennedy et al. [90].

To be able to investigate RQ2, we measure eye gaze dispersion; a popular

method in eye tracking research [110] to measure gaze behaviour and visual at-
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tention. The eye gaze data were used to compute participants’ gaze dispersion to

establish how visual attention was distributed during each of the two FOV restric-

tion conditions [188]. Gaze dispersion is measured as the standard deviation of

participant’s gaze positions, and is measured separately for the horizontal (yaw)

and vertical (pitch) gaze position components. Furthermore, we combine the two

components into a single measure of relative distance using the Pythagorean the-

orem (x2 + y2 = c2) [185]. In our study, since we are only concerned with the user’s

eye movements relative to the viewport, we measure eye tracking data in nor-

malized viewport coordinates. These coordinates consist of (x, y) pairs, where the

lower left corner of the viewport is represented by (-1,-1), the center is represented

by (0,0), and the upper right corner is represented by (1,1). Thus, the vertical and

horizontal coordinates of the eye gaze position are defined with respect to the po-

sition of the VR HMD.

To investigate RQ3, after completing each session, participants also completed

a participant observation questionnaire to assess whether the participants noticed

the FOV restrictors during the experiment sessions. This questionnaire was adopted

from [61] who adopted it from [170]. The participant observation questionnaire in-

cluded two questions (bold) that relate to the FOV restrictors and the rest of the

questions were distractor questions. Participants were asked to rate the following

seven questions on a scale of 1 - 7, where 1 was "Did not notice or did not happen"

and 7 was "Very obvious":
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◦ 1. I saw the VE get smaller or larger.

◦ 2. I saw the VE flicker.

◦ 3. I saw the VE get brighter or dimmer.

◦ 4. I saw that something in the VE had changed color.

◦ 5. I felt like my field of view was changing in size.

◦ 6. I felt like I was getting bigger or smaller.

◦ 7. I saw that something in the VE had changed size.

3.4.4 Experiment Design

A repeated measures mixed design was used for this study, with a within-participant

factor of FOV condition (fixed FOV restriction (FX), foveated FOV restriction (FV))

and a between subjects factor of sex (men, women). We inspect the effect of these

factors on the following dependent variables: (1) SSQ: total severity score, (2) SSQ:

Nausea score, (3) SSQ: Oculomotor score, (4) SSQ: Disorientation score, (5) the

average discomfort score (ADS) [61], (6) the ending discomfort score (EDS) [61],

(7) the horizontal gaze dispersion score (8) the vertical gaze dispersion score and

(9) the combined gaze dispersion score [188]. To account for order effects, half of

the participants started with the FX condition (Group A) while the remaining half

started with the FV condition (Group B). To minimize the transfer of VR sickness

symptoms across sessions, each session was conducted on a separate day with at

least 24 hours rest between sessions. To ensure that each group contained an equal

number of men and women, we alternated the assignment of men and women

across the two groups.
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Figure 3.3: Summary of participants ratings of their frequency of using VR and their
tendency of getting motion or VR sick on a scale of 1 (never) to 5 (very frequently). The
results are reported in the form of percentage (count).

3.4.5 Procedure

When participants arrived for the first session they were given a short presentation

explaining the goal of the study, the outline of the experiment, the risks involved,

the data collected, and the details of the training and experiment sessions. The

interpupillary distance (IPD) of the participants was measured and was used to set

the IPD of the VR headset. Participants were then asked to stand in the middle of

the tracking space and were assisted with putting on the VR headset and holding

the controller so that they could start the training session.

The goal of the training session was to familiarize the participant with the con-
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trols used to provide input and the eye tracker’s calibration procedure and to give

them an opportunity to practice a short task that was similar to the experiment

task. Before starting the training session, participants were asked to complete the

eye tracker’s calibration procedure. They were then asked to complete a task in-

volving one block of five waypoints, after which they were asked to select a dis-

comfort score from the discomfort score panel. The tunneling effect was not acti-

vated during the training session.

During the experiment sessions participants were instructed to follow a set of

waypoints at their own pace. After every five waypoints, participants were asked

to rate their level of discomfort and were shown a slider from which they had to

select their level of discomfort from 0 to 10, with level 10 representing the highest

level of discomfort. Participants were encouraged to look around and enjoy the

environment around them. After completing each session participants were asked

to fill out a SSQ [90] and a participant observation questionnaire to assess if they

noticed the FOV restrictors [61] during the experiment sessions.

Finally, participants were asked to fill out a post-study questionnaire which was

used to collect demographic information that included their age, sex, frequency of

using VR (five-point Likert scale), and tendency of being motion and/or VR sick

(five-point Likert scale). On average, the whole study took 1 hour to complete.

3.4.6 Participants

We recruited 25 participants, but three participants (1 man and 2 women) left due

to severe VR sickness. 22 participants (11 males/11 females) attended and com-

pleted both sessions, and their data were used in the analysis. Participant ages
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ranged from 20 to 32 years (average = 23.73, SD = 3.9). Participants were recruited

by flyers on a local campus. Participants were asked to rate their frequency of us-

ing VR and their tendency to get motion or VR sick on a scale of 1 (never) to 5

(very frequently). The results are summarized in Table 3.3. All participants were

compensated with a $15 Amazon gift card. The user study was approved by an

IRB.

Fixed (FX) Restrictor Foveated (FV) Restrictor
Total Women Men Total Women Men

Discomfort Scores (Max 10)
Average 0.62 (.7) 0.87 (.9) 0.38 (.5) 1.14 (1.5) 1.00 (.9) 1.27 (1.9)
Ending 1.23 (1.8) 1.27 (1.4) 1.18 (2.2) 1.64 (2.2) 1.36 (1.6) 1.91 (2.7)
Simulator Sickness Questionnaire
Nausea 13.44 (16.0) 14.74 (19.7) 12.14 (12.1) 16.04 (20.9) 16.48 (22.6) 15.61 (20.1)
Oculomotor 14.82 (15.6) 19.98 (19.3) 9.65 (9.0) 21.36 (22.2) 21.36 (25.3) 21.36 (19.7)
Disorientation 18.35 (26.3) 22.78 (33.1) 13.92 (17.6) 28.47 (36.8) 34.17 (41.0) 22.78 (33.1)
Total 17.51 (19.5) 21.76 (25.3) 13.26 (10.9) 24.48 (27.6) 26.18 (31.0) 22.78 (25.1)
Gaze - dispersion
Combined .156 (.03) .142 (.02) .170 (.04) .188 (.04) .193 (.04) .184 (.03)
Horizontal .120 (.02) .121 (.02) .119 (.03) .145 (.03) .142 (0.03) .148 (.03)
Vertical .099 (.02) .093 (.02) .105 (.02) .110 (.02) .114 (0.02) .107 (.02)

Table 3.1: Quantitative measures of the discomfort scores, simulator sickness ques-
tionnaire scores (Nausea, Oculomotor, Disorientation and Total) and gaze dispersion
in terms of mean (standard deviation).
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3.5 Results

Results regarding VR sickness and eye gaze behavior are shown in table 3.1 and we

discuss each of these collected metrics in more detail in the following subsections.

3.5.1 VR Sickness

VR sickness was measured using the self-reported discomfort score, from which

we calculated averaged discomfort scores (ADS) and ending discomfort scores

(EDS), and using the simulator sickness questionnaire, from which we calculated

the Nausea, Oculomotor, Disorientation and Total Scores.

Discomfort Scores

A Komogorov-Smirnov test found that our data were normally distributed. Using

a 2-way mixed-model ANOVA, we did not find an interaction effect between sex

and FOV condition in both the ADS (F1,20 = .39, p = .54, η2
p = .002) and the EDS

(F1,20 = .75, p = .41, η2
p = .007). We found no significant difference between sexes

with respect to both ADS (F1,20 = .06, p = .82, η2
p = .002) and EDS (F1,20 = .08, p =

.77, η2
p = .008), and we did not find significant effect of FOV condition on ADS

(F1,20 = 1.71, p = .21, η2
p = .009) and EDS (F1,20 = 1.25, p = .28, η2

p = .01).

Simulator Sickness Questionnaire Scores

Our data were normally distributed as tested using a Komogorov-Smirnov test.

Using a 2-way mixed-model ANOVA, we did not find an interaction effect between
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sex and FOV condition on all SSQ scores: Total Score (F1,20 = .27, p = .61, η2
p = .003),

Nausea (F1,20 = .05, p = .83, η2
p = .001), Oculomotor (F1,20 = 1.67, p = .21, η2

p = .020),

and Disorientation (F1,20 = .03, p = .86, η2
p = .001). We found that FOV conditions

did not result in significant difference in all SSQ scores: Total Score (F1,20 = 2.03, p =

.17, η2
p = .020), Nausea (F1,20 = .41, p = .530, η2

p = .005), Oculomotor (F1,20 = 2.68, p =

.12, η2
p = .030), and Disorientation (F1,20 = 2.07, p = .17, η2

p = .030). We did not find

significant differences between men and women in any of the SSQ scores either:

Total Score (F1,20 = .43, p = .52, η2
p = .020), Nausea (F1,20 = .06, p = .81, η2

p = .002),

Oculomotor (F1,20 = .52, p = .48, η2
p = .020), and Disorientation (F1,20 = .73, p =

.40, η2
p = .030).

3.5.2 Gaze Dispersion

A Komogorov-Smirnov test found that our data followed a normal distribution.

Using a 2-way mixed-model ANOVA, we did not find an interaction effect be-

tween sex and FOV condition on all gaze dispersion measures: horizontal (F1,20 =

1.91, p = .18, η2
p = .010), vertical (F1,20 = .33, p = .57, η2

p = .004), and combined

(F1,20 = .20, p = .66, η2
p = .001). However, we found a significant main effect of

FOV restriction on gaze dispersion, with foveated FOV restriction resulting in sig-

nificantly higher gaze dispersion on all measures: horizontal (F1,26 = 51.04, p <

.05, η2
p = .020), vertical (F1,26 = 8.84, p < .05, η2

p = .090), and combined (F1,26 =

34.51, p < .05, η2
p = .190). Figure 3.4 clearly illustrates this significant difference in

eye gaze dispersion using a heatmap for one participant. We did not find a signif-

icant difference between sexes with respect to all gaze dispersion measures: hori-

zontal (F1,20 = .004, p = .84, η2
p = .002), vertical, (F1,20 = 1.95, p = .18, η2

p = .070), and

combined (F1,20 = .49, p = .49, η2
p = .020). Looking at differences in gaze dispersion
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Figure 3.4: Example 2D density contour plot of eye gaze dispersion for one participant
under both FOV conditions: FV (left) and FX (right). The plots illustrate the normalized
full field of view of the viewport, and the black circle indicates the size of the restrictor
at maximum restriction.

between FOV restrictors within each sex, our post hoc analysis using a Bonfer-

roni correction found a statistically significant difference for women for combined

(p < .05), horizontal (p < .05), and vertical (p < .05) gaze dispersion. For men,

using the same test, we found a statistically significant difference for combined

(p < .05) and horizontal (p < .05) measures, but not for vertical gaze dispersion

(p = .11).

3.5.3 Participant Observation Questions

Table 3.2 shows the detailed results from the participant observation questionnaire.

For FV, the distractor questions’ averages ranged from 1.95 to 5.64, which shows

that some guessing occurred. Ratings for question 3: ("I saw the VE get brighter

or dimmer") (M = 3.59, SD=2.3) and 5: ("I felt like my field of view was changing
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Fixed (FX) Restrictor Foveated (FV) Restrictor
Total Women Men Total Women Men

Participant Observation Questionnaire
VE smaller or larger 3.82 (2.5) 4.82 (2.3) 2.82 (2.4) 4.27 (2.4) 5.27 (2.1) 3.27 (2.4)
VE flicker 4.18 (2.1) 3.55 (2.3) 4.82 (1.7) 5.64 (2.0) 4.91 (2.3) 6.36 (1.3)
Brighter or dimmer 3.91 (2.3) 3.73 (2.3) 4.09 (2.4) 3.59 (2.3) 4.09 (2.4) 3.09 (2.2)
VE change color 3.18 (2.4) 3.64 (2.7) 2.73 (2.1) 2.64 (2.3) 2.91 (2.6) 2.36 (2.1)
FOV Change size 5.27 (2.3) 4.55 (2.3) 6.00 (2.2) 5.45 (2.2) 4.91 (2.7) 6.0 (1.6)
Me smaller/larger 1.55 (1.3) 1.18 (.4) 1.91 (1.8) 1.95 (1.5) 1.91 (2.0) 1.41 (1.6)
Size change in VE 1.55 (1.34) 1.18 (.4) 1.91 (1.8) 1.95 (1.5) 1.91 (1.6) 2.00 (1.41)

Table 3.2: Results from the participant observation questionnaire in terms of means and
(stdev). Full content of the questions can be found in section 3.4.3.

in size") (M=5.45, SD=2.2) were all within range of the distractor questions. For

FX, some guesswork was involved given that the distractor questions ranged from

1.55 to 4.18. Ratings for question 3: (M = 4.00, SD=2.35) was within range of the

distractor questions, but question 5:(M=5.45, SD=2.2) was outside this range.

We used a Wilcoxon Signed-rank test to check if the results for the two relevant

questions were significantly different across restrictor types. However, we did not

find a statistically significant difference for question 3 (Z = −0.968, p = .332) or

question 5 (Z = −.578, p = .562). Looking at each sex, for question 3, we did not

find a statistically significant difference between restrictors for women (Z = −.592,

p > .05) nor for men (Z = −.919, p = .358). Likewise, for question 5 we found no

statistically significant difference between restrictors for women (U = 49.5, Z =

.689, p = .490) nor for men (U = 53.5, Z = −.427, p = .667). Unlike our VR sickness

analysis, we did not analyze for differences between sexes.
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Figure 3.5: Histogram of responses to the participant observation questions relevant to
FOV restrictors.

3.6 Discussion and Future Work

3.6.1 RQ1: VR sickness

We did not find a statistically significant difference between the head-fixed and

foveated restrictors for VR sickness as measured using discomfort scores and SSQ

scores. In general the levels of observed VR sickness were very low with lower

scores for the head-fixed restrictor (though this difference was not statistically sig-

nificant). In addition to our sample size being on the low side, the amount of VR

exposure in our experiment might not have been long enough to elicit a difference

in VR sickness incidence between a foveated and a head-fixed FOV restrictor. This

suggests that if restrictor type does influence VR sickness, the effect is likely to be

very small. We did not detect a significant difference in VR sickness between sexes.
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Though women are more likely to experience VR sickness [120, 67] the FOV

restrictors used were likely successful in suppressing a higher VR sickness inci-

dence in women. A prior study [10] also found FOV restriction to be equally ef-

fective in men as in women. Because our study did not use a baseline for com-

parison, i.e., using no FOV restrictor, no hard claims can be made about the effec-

tiveness of a foveated FOV restrictor to reduce VR sickness, though several studies

[159, 106, 27, 93, 61] have found FOV restrictors to be effective in reducing VR

sickness.

3.6.2 RQ2: Gaze Behavior

We did detect a statistically significant difference in gaze dispersion between the

foveated and the head-fixed FOV restrictor, which indicates that participants cov-

ered a larger visual scan area (see Figure 3.4). This result supports RQ2 and points

out an important benefit of using a foveated FOV over a head-fixed FOV restrictor;

users have more opportunity to look around (without having to change the orien-

tation of their head). This might allow for taking in more details of the VE they

are exploring, which could improve spatial navigation performance. Looking at

sex, we noticed that the effect of FOV restriction on gaze dispersion was specially

evident in women, where we found significant differences in gaze dispersion in

the horizontal, vertical and combined measures. For men we did not detect any

significant difference in the vertical gaze dispersion. This is an interesting find-

ing which we speculate that it could be explained by the fact that women rely

more on the perception of landmarks for spatial navigation while men rely more

on vestibular/geometrical cues. [157].
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3.6.3 RQ3:Noticeability

We did not find statistically significant differences between FOV restrictor types for

question 3 (VR getting brighter/dimmer) or question 5 (FOV increase). Compared

with Fernandes and Feiner’s study [61], which also used this questionnaire to as-

sess noticeability of FOV restriction, we observed much higher values for these

responses. We chose 55◦ as the minimum size of our restrictors to match those

found in popular VR experiences like Google Earth VR. Though this size is highly

effective in reducing VR sickness it also makes the restrictor quite noticeable to par-

ticipants. In hindsight, we could have explored using a larger minimum FOV for

our restrictor. This would likely have elicited lower scores for the two questions,

and higher VR sickness scores. Regarding RQ3 we conclude that both FOV restric-

tors are noticeable but that there was no statistically significant difference between

them. It is always possible to use a higher minimum FOV to reduce noticeability

at the cost of an increase in VR sickness.

3.6.4 Study Limitations

In our study we did not assess how FOV restriction affects spatial navigation per-

formance or presence though a foveated FOV restrictor could affect both. A prior

study [10] already found that FOV restriction does not impede path integration

which is a component of spatial navigation. The tradeoff between FOV and pres-

ence has been well established [159, 106, 103]. We did not assess presence due to

a lack of testing a baseline (e.g., no FOV restrictor). Fernandes and Feiner’s study

[61] also found that when using a minimum FOV restrictor of 90◦ this will be barely

noticeable to users and a high presence can be maintained.
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Another limitation pertains to the low number of subjects in this study which

might have impacted our findings. The study compared the effect of two FOV

restrictors on VR sickness using a mixed-model design with 22 participants. How-

ever, considering that the incidence and severity of VR sickness varies greatly

among individuals [45], this small number of participants might not have been

sufficient to allow results to reach statistical significance. A larger number of par-

ticipants would thus have increased the power of our study. Therefore, the find-

ings of this study have to be seen in light of these limitations.

3.6.5 Future Work

In future work we aim to investigate optokinetic nystagmus (OKN), a type of eye

movement that can be observed during locomotion. During OKN events, with

their head remaining stationary, users smoothly track objects in the VE (the slow

phase) until their eye position becomes too eccentric, then the eyes quickly move

back to the center of their field of view (the fast phase). One study has suggested

that OKN responses [54] are a possible cause of visually-induced motion sickness,

but this issue has not been further investigated. Using a head-fixed FOV restrictor,

OKN might not be observed as objects disappear in the restrictor fairly quickly. A

foveated FOV restrictor would allow participants to follow an object all the way

until it goes outside the FOV and thus might lead to higher frequency of OKN.
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Chapter 4

GazeMetrics: An Open-Source Tool for
Measuring the Data Quality of HMD-based
Eye Trackers

4.1 Introduction

Eye tracking has been used as a research tool for decades; however, reliable and

easy-to-use HMD-based eye trackers have only recently become widely available.

While these newer devices often come with software designed to make eye track-

ing simple, the settings for collecting, filtering, and analyzing data are not stan-

dardized across devices [81, 59]. This makes it difficult to meaningfully compare

data collected on different devices, under different circumstances, and by users

with differing levels of experience [55, 43, 59]. The most important measures of

data quality that facilitate comparison across studies are spatial accuracy and pre-

cision.

Accuracy quantifies the average offset between the actual fixation location and

the location of the intended target in units of visual angle (Eq. 4.1). It provides a

measure of the quality of the calibration and gaze-mapping procedure. Precision

quantifies the ability of the eye tracker to reliably reproduce a given result, re-

gardless of intended gaze location; that is, it measures the end-to-end noise in the

system (Eq. 4.2, 4.3). Precision therefore captures the aggregate of system-inherent,

oculomotor, and environmental noise [81]. Controlling for as many factors as pos-

sible allows for better calculation of precision [177, 38].
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Many researchers report the manufacturer-determined accuracy and precision

when publishing eye tracking data [82, 9, 43, 24], but these metrics are typically

calculated under ideal conditions [177]. If manufacturer metrics are used instead

of actual measures, the data will be impaired and this can invalidate experimental

results and conclusions [43, 81, 128].

To address these issues, we have developed a novel open-source tool, GazeMet-

rics, that allows for the easy extraction of data samples and calculation of accuracy

and precision. GazeMetrics is designed to be comprehensive and universal, while

enabling objective, replicable measurements of accuracy and precision [177]. The

goal of the project is to enhance user experience, ease of measurement, and current

software functionality.

4.2 Related Work

Several open-source tools have been developed for remote eye trackers to make

accuracy and precision measurements more reliable. These tools are used for val-

idation of data quality [9], assessment of data quality under non-ideal conditions

[38] or with more difficult populations [43], and extend the usability of eye track-

ing to other software, such as MATLAB [70]. Tools have also been developed for

wearable eye trackers to measure accuracy and precision [112, 138] and to assess

the effects of non-ideal stimulus presentation on these metrics [100]. These studies

emphasize the need to standardize accuracy and precision measurements.

While these tools focus on comprehensive measures of accuracy and precision,

they use eye trackers that are not integrated with VR. VR presents its own chal-

lenges with calculating correct metrics across depth. Pfeiffer and Latoschik [138]
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focus on applications of accuracy and precision in VR, such as depth fixation de-

tection, but mention that their experimental set up is limited by the projection tech-

nology and the monitor-based display.

4.3 Motivation

Data quality is vital to the comparability and standardization of experimental re-

sults when using eye tracking [128, 9, 82, 55, 24]. Accuracy and precision mea-

sured on-site are almost always worse than what is expected based on manufac-

turer specifications [59, 9, 38]. Furthermore, accuracy and precision will affect how

data is collected and how well the results turn out.

During collection, these metrics contribute to factors such as data loss and de-

tection of fixations, saccades, and other eye movement events [81]. While applying

filters to the data can help enhance precision, poor accuracy is more difficult to fix

[59, 38]. After data have been collected and filtered, any inaccuracy and impreci-

sion will become apparent when assessing the results. While some higher-order

measures are robust to inaccuracy and imprecision, most are adversely affected.

Additionally, accuracy and precision can be difficult to assess [24, 9, 126]. Pre-

programmed calibration procedures often do not show the outcome of the cali-

bration to the user. For longer sessions, measurements begin to drift over time,

causing a decay of data quality, sometimes up to 30% over the span of 4 minutes

[55], which may not be noticeable until after the data collection.

Together, these factors highlight the necessity for a tool that is easy to imple-

ment and whose results are clear and reproducible. Standardization across devices
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allows researchers to compare results meaningfully and assess the actual effective-

ness of their own data.

4.4 System Description

4.4.1 General Overview

Figure 4.1: High-level UML class diagram of GazeMetrics.

GazeMetrics is a stand-alone package that allows for online quantification of

data quality. The most powerful feature is that nearly every functionality can be

customized without modification to the source code, making it easy to use for users

who are not necessarily experts in coding. All changes can be saved as default

settings and multiple settings can be saved for implementation with various eye

tracking studies.
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4.4.2 Technical Specifications

GazeMetrics is a software package built in Unity. It provides built-in support for

three popular eye trackers’ Unity software development kits (SDKs), which in turn

support multiple HMD-based eye tracking platforms. Moreover, to allow users to

add their own implementations to the source code to support other devices or

applications, the system was built using an extensible software design pattern, the

provider model design pattern [83]. Figure 4.1 shows a high-level class diagram

of GazeMetrics. The components of the system will be discussed in detail in this

section.

GazeMetrics comes with built-in support for the Tobii XR SDK from Tobii Pro,

which can be used in conjunction with the HTC VIVE Pro Eye integrated eye

tracker, the Pico Neo 2 Eye integrated eye tracker, and the Tobii Pro VR Integration

eye tracker. In addition, the tool supports the Pupil Labs SDK, which works with

the Pupil Labs add-on eye trackers that can be installed into the HTC VIVE, VIVE

Pro, and VIVE Cosmos headsets. Finally, GazeMetrics supports the VIVE SRAni-

pal SDK, the native SDK for VIVE Pro Eye. Combined, they comprise most VR

HMD-based eye trackers available on the market today.

GazeMetrics was tested for functionality on Unity version 2019.1.6, using the

eye tracking SDKs: Tobii XR SDK v1.7.0.160, Pupil labs HMD eyes SDK v1.1 and

Vive SRanipal SDK v1.1.0.1. Development and testing of the system was done in

Windows 10.
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4.4.3 Accuracy and Precision Calculation

GazeMetrics calculates accuracy and precision based on the eye gaze data pro-

vided by the selected eye tracker’s SDK in Unity. Most HMD-based eye trackers

report eye gaze data in the form of a gaze ray or origin and direction vectors from

which a gaze ray can be constructed. The gaze ray is anchored at the position of

the eye or the head and is directed in the eye gaze direction of the participant. This

approach of representing eye gaze as a ray vector is widely used in the literature

[50, 19]. Calculating an accurate 3D coordinate of a gaze point in the virtual envi-

ronment (VE), however, is a challenging problem and is also extensively covered

in previous literature [138].

GazeMetrics uses the gaze ray reported by the eye tracking SDK to calculate

inaccuracy, or offset, of each sample. This is calculated as the angular difference

between the reported gaze ray and an imaginary gaze ray projected from its origin

onto the target stimulus (θi). The average of all offset angles is taken to calculate

the overall accuracy of the eye tracker:

Accuracy =
1
n

n∑
i=1

θi (4.1)
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Spatial precision metrics quantify variability in gaze measurements. There are

two popular ways to measure precision: one involves calculating the root mean

square (RMS) of the inter-sample angular distances (Eq. 4.2) and the other in-

volves measuring the standard deviation of the samples (Eq. 4.3) [82]. For HMD-

based eye trackers, inter-sample angles can be calculated by measuring the angle

between successive gaze ray samples reported by the eye tracking SDK. To cal-

culate precision using standard deviation, data is needed about the x, y, and z

coordinates of the gaze point in the VE. However, calculating the gaze point in

the VE is a challenging problem, so not all eye tracking SDKs report gaze point

coordinates in the VE. Therefore, the tool is designed to report only the RMS pre-

cision when gaze-point data is not available. When gaze-point data is available,

precision via standard deviation is also calculated and reported separately in each

direction. The methods that calculate accuracy and precision are defined in the

MetricsCalculator class.

4.4.4 Stimulus Target Presentation

After selecting the SDK, the user has the option to alter the calibration targets from

the user interface and to change several of the elements, including the presenta-

tion geometry (Fig. 4.2); target size, number, and color; and target display length,

depth (distance from eyes), and eccentricity. There is also the option to change the

background color that the targets will be presented on.

Accuracy tends to be better if the conditions used in the initial calibration pro-

cedure are similar to the conditions used in the data quality test [177]. However,

different eye trackers use different calibration settings; for instance, Tobii eye track-
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Figure 4.2: Calibration targets can be arranged in a rectangular format (a) or in a circular
format (b).

ers use a square calibration point arrangement (Fig. 4.2a) while Pupil Labs eye

trackers use a circular arrangement (Fig. 4.2b). GazeMetrics allows the user to

choose their desired arrangement by selecting one of the preset settings. Experi-

enced users can also develop their own arrangement by implementing their own

classes based on the GazeMetricsTargets abstract class.

Desired eccentricity of targets can also be manipulated for different experi-

ments, such as testing foveal versus peripheral acuity. Users can set a different

eccentricity, depth, and position of the central target for each arrangement of tar-

gets during a single run using settings on the user interface.

The settings can be previewed on the user’s screen with a single button press to

ensure desired placement before the participant interacts with the experiment. The

GazeMetricsSettings class is used to create ScriptableObjects, which are

used to create a data container that is used to store data that persists between

sessions. Therefore GazeMetrics settings can be saved for use with other sessions

and reported in the methods to allow other users to replicate the procedure.
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4.4.5 Data Collection and Reporting

GazeMetrics communicates with the selected eye trackers’ Unity SDK to collect

real-time data from the eye tracker. The sampling rate at which data is collected can

be set by the experimenter using the settings window. It is recommended that the

sampling rate be equal to the eye tracker’s sampling frequency. GazeMetrics col-

lects binocular data from the selected SDK, which is sufficient for most interactive

and analytical uses. If users prefer to use monocular data for the precision and ac-

curacy calculations, they can modify the GazeDataProvider implementation of

their selected SDK, or write their own implementation of the GazeDataProvider

interface.

In addition, there is an option to change how the data is collected and thus, how

the metrics are calculated. For example, it is possible to include or exclude samples

collected within certain time frames during target presentation, such as excluding

the first 800ms and last 200ms to ensure fixation without including overshoots or

glissades [129, 82]. The targets can be displayed for a selected amount of time, so

the amount of data collected from each target can be modified to suit the user’s

needs.

The tool reports results in two ways: 1) by displaying live results through a

panel on the user’s view of the VE, and 2) by storing raw data and experiment

results on external files. The live data quality results panel (Fig. 4.3) allows the

experimenter to check the data quality of the eye tracker under the current experi-

mental conditions without interrupting the experiment.

For more detailed post-hoc analysis, GazeMetrics stores all collected and pro-

cessed data in the form of CSV files in a storage location that the user chooses on
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Figure 4.3: Data quality measurement results panel used to display live results.

the settings panel. While the data displayed on the results panel contain only ag-

gregate data, calculated using the formulae in section 4.4.3, the data exported to the

files contain: raw gaze samples, the target’s position on the VE, the participant’s

head position, the validity of the collected samples, and the time stamp at which

each sample was collected. To allow users to have complete control of the data, the

exported data includes all samples that were excluded from the online calculation;

that is, it includes time frames that were originally excluded by user preference.

Finally, the accuracy and precision for each target position are stored in a separate

CSV file. The methods used to export GazeMetrics data are implemented in the

DataExporter class.

To evaluate the functionality of GazeMetrics, we collected sample data from

two users using the HTC Vive Pro Eye headset, and SRAnipal SDK. We used 9

targets with a circular target arrangement, with a radius of 0.3m. The targets were

placed at a depth of 1m. We displayed each target for 2 seconds and excluded the

first 500 ms from the calculation. After running the accuracy and precision tests
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with GazeMetrics, we obtained an average accuracy score of 1.23◦, RMS precision

score of 0.62◦, and SD precision values of 3.95mm, 0.46mm, and 3.34mm respec-

tively on the X, Y and Z directions. The manufacturer of the Vive Pro Eye reports

spatial accuracy of 0.5◦ − 1.1◦ for the eye tracker. The manufacturer does not report

spatial precision of the eye tracker. Our accuracy result is worse than the man-

ufacturer reported accuracy. This underscores the importance of testing the data

quality of eye trackers under the actual experiment conditions rather than rely-

ing on the manufacturer reported metrics. However, we would like to clarify that

this test was performed to evaluate the functionality of the tool, and should not be

taken as an empirical evaluation of the data quality of the tested eye tracker.

4.5 How to use the Tool

GazeMetrics is prepared as an easy-to-use Unity software package that can be

added to a new or existing Unity software project. While it can be used as a stand-

alone procedure to assess data quality, it can also be used inside an existing eye

tracking experiment to verify data quality. GazeMetrics can be initiated by press-

ing a single key at any point during an eye tracking experiment. The tool can be

run right after the initial calibration procedure or during the experiment to check

if the data quality is high enough to continue.

GazeMetrics contains all the required source code and related assets. The user

can download the latest version of the tool from its Github page 1. Once the pack-

age has been imported to the assets folder, the developer needs to add the ’Gaze-

1

https://github.com/isayasMatter/GazeMetrics
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Figure 4.4: Easy-to-use settings allow the experimenter to customize various aspects of
the tool. This figure shows one of the settings windows for the tool.

MetricsController’ prefab to the project by dragging-and-dropping it in the hierar-

chy window.

GazeMetrics comes with preset settings suitable for most experiments. How-

ever, the user can also change the settings by clicking on the "Gaze Metrics Set-

tings" or the "Target settings" of the GazeMetricsController object. These settings

are self-explanatory and contain pop-up tool-tips for ease of use. Users start by

selecting which SDK (eye tracker) to use under the "Eye tracker type" setting and

then changing elements of target presentation, data collection, and sampling rate.

After establishing the preferred settings, the procedure can be started by press-

ing the ’S’ key anytime during the experiment. If the user wants to preview the

actual positions of the target stimuli inside the VE, they can press the ’P’ key to

preview the target markers without initiating the procedure. Users have the abil-

ity to change the activation keys. Once the procedure is started the results panel

will display live results. This panel is visible to the user, but is hidden from the

participant in the VE. The tool displays useful status and log messages throughout

the procedure to notify the experimenter and the participant about the status of
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the experimental procedure.

4.6 Discussion and Future Work

Accuracy and precision are two vital components of data quality that have impli-

cations for data collection, data analysis, and validity of results [81, 82]. As such, it

is best practice to report correct metrics rather than relying on manufacturer data

sheets and have these measures outlined within the methods of a study to ensure

reproducible results. GazeMetrics is a free, open-source software made to address

these issues. It has a user interface that is customizable without having to alter the

source code, making it accessible for users with all levels of coding experience.

As eye tracking in VR develops, addressing the issue of standard accuracy and

precision reporting becomes increasingly important. We plan to continue support-

ing GazeMetrics, and to extend the functionality of GazeMetrics to include other

HMD VR devices, such as FOVE, and other platforms for presenting stimuli to

enhance data quality and encompass more of the research community.
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Chapter 5

VR Sickness Adaptation with Ramped Optic
Flow Transfers from Abstract To Realistic
Environments

5.1 Introduction

Virtual reality (VR) is currently seen as the next digital frontier. In recent years,

various commercial VR head-mounted displays (HMD) have become available at

a low cost and VR is currently already widely used for training, rehabilitation,

education, work and entertainment. Unfortunately, VR sickness is still considered

a major barrier to mass consumer adoption [121]. VR sickness is a type of motion

sickness unique to VR and can include symptoms such as nausea, pallor, sweating,

stomach awareness, increased heart rate, drowsiness, disorientation, and general

discomfort [90]. Not all individuals who are exposed to VR will experience VR

sickness, however, those who do may find it debilitating [149, 166].

Several VR sickness mitigation strategies have already been developed, includ-

ing the use of dynamic or foveated field-of-view (FOV) restriction [61, 8, 195] and

vection blurring [31]. In practice though, the bulk of locomotor VR experiences

that are currently available rely primarily on the use of teleportation [13] which

has been shown in a recent meta review Prithul et al. [143] to result in signifi-

cantly lower VR sickness incidence but at the cost of lower presence and potential

spatial disorientation. The reason for the success of teleportation may be in part

due to the lack of optic flow generated during use [143]. Optic flow can contribute
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to both vection [131, 160] and sensory conflict [30, 131], which cause sickness in

certain contexts [30].

A current challenge with VR sickness is that available mitigation strategies

aren’t 100% effective since the effectiveness of any particular mitigation strategy

varies across individuals [147]. This makes it difficult to create a one-size-fits-all

strategy for mitigation. A better strategy may be to supplement existing mitiga-

tion techniques by investigating how the user might best prepare themselves for

continued VR use.

Research which focuses on using adaptation to the virtual environment has

shown promising results for VR sickness mitigation [146, 39, 80, 18, 48, 21]. The

general assumption is that this repeated exposure facilitates adaptation to sen-

sory conflict in the virtual environment, reducing sickness. However, much of

this success is dependent on the researchers exposing users to the same virtual en-

vironment. Development of a training paradigm which facilitates the transfer of

adaptation effects between multiple environments has proven even more difficult

to achieve [119, 163, 52]. These issues may be in part a result of the dissimilarities

between the environments [146, 147]; Adaptation to sensory conflict is thought to

be largely dependent on the user becoming accustomed to the conflict which arises

in a particular environment through developing the appropriate expectations for

sensory input in that environment [146, 147, 92]. Therefore, facilitating more gen-

eral adaptation may require training through exposure to factors that are consistent

between all VR environments, for example, optic flow stimuli.

Therefore, we aimed to develop a training technique that facilitates the trans-

fer of adaptation effects across environments. Our study borrows concepts from

motion sickness mitigation work by emphasizing gradual exposure to sickness-
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inducing stimuli [172, 155] such as expanding optic flow [54, 30] and graphic re-

alism [73, 46] to facilitate adaptation. To this end, we use a simplified training

environment consisting only of the walls and floor of a labyrinth that users nav-

igate. Over successive days, we gradually adapt users to increasing optic flow

by incrementally increasing luminance contrast of the visual stimulus. We show

that adaptation that is achieved using this simplified environment with gradual

increases in optic flow strength successfully transfers to a richer, more naturalistic

environment. Results of this study suggest that it should be possible to develop

standardized training paradigms to reduce and possibly even eliminate VR sick-

ness in susceptible individuals.

5.2 Related work

There are three main theories aimed at explaining VR sickness: postural instability

theory, eye movement theory, and sensory conflict theory [151, 54, 146]. Postural

instability [151] theory attributes VR sickness to a disruption of postural stability

caused by unnatural or unexpected motion in the virtual environment. Eye move-

ment theory [54] postulates that optic flow drives rapid reflexive eye movement

to stabilize the image (optokinetic nystagmus) and that the associated sensory and

motor signals innervate the vagal nerve, leading to VR sickness. Sensory conflict

theory [146] seems to be the most widely accepted [91, 99] and attributes VR sick-

ness to the conflicting signals between the visual, vestibular, and somatosensory

senses causing discomfort and nausea among other symptoms. These theories are

not mutually exclusive, and this list does not encompass all efforts to explain VR

sickness [94].
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One element these theories have in common is that they all seek to explain how

sickness may be caused by exposure to full-field visual motion, or optic flow. Op-

tic flow is thought to cause VR sickness [46, 176] particularly when the visually-

simulated self-motion does not match natural self-motion of the user, i.e. when

there is sensory conflict [30]. Many mitigation strategies, including FOV restric-

tion, aim to reduce optic flow during movement [61, 8]. Other strategies instead

try to reduce conflict by providing some form of vestibular or efferent feedback

[137], for example, by walking-in-place [178]. It is important to note that optic

flow is not the same as vection; optic flow refers to the visual motion stimulus

itself while vection refers to the visually-induced perception of self-motion [66].

Optic flow can cause vection [132, 161], so their separate effects can be easily con-

founded during discussions of VR sickness [34]. Like optic flow, vection has been

linked to feelings of VR sickness [94, 133], however the relationship is still not

perfectly understood [94, 133] nor should it be oversimplified. As vection may be

experienced without inducing VR sickness, vection alone is not sufficient to induce

sickness[95]. Instead, it must be paired with other factors such as sensory conflict,

postural instability, etc. This makes it difficult to disentangle the distinct effects of

the optic flow versus vection when investigating sickness.

Other work related to the current study has investigated adaptation to VR sick-

ness. Prior studies have argued that repeated exposure to an aversive stimulus

allows developing an altered expectation of sensory input [146, 92], with the re-

quired length of exposure increasing as the stimuli become more complex [147].

It has been suggested that this makes it unlikely for adaptation effects in one

virtual environment to transfer to another. The degree of transfer may depend

on the degree of dissimilarity between two environments [146, 147]. Previous re-

search in similar environments has been rather consistent in demonstrating effec-
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tive adaptation, with reports of symptoms decreasing over the course of exposure

[80, 84, 18, 48, 21], even on timescales as low as 45 minutes [162]. In one study by

Lampton et al. [102], the researchers saw VR sickness decrease following repeated

exposure to a training environment, however, these effects disappeared when the

participants entered the mission environment [102]. Another study by Hill and

Peter [80] had participants view a game being played through an HMD on five

consecutive days. Results also demonstrated significantly less nausea on the fifth

day, compared to the first. More recently, a study by Beadle et al. [21] had partici-

pants perform a shooting task in an HMD over 3 sessions. SSQ scores significantly

decreased following each session. This is not an exhaustive list of VR adaptation

studies (for review, we recommend Duzmanska et al. [52]), but they do demon-

strate a common theme; adaptation to a single VR environment is possible for

mitigating VR sickness. In this experiment, we hope to expand upon this research

by examining whether adaptation can transfer between VR environments.

Other relevant prior work has examined how various methods of training against

sickness may offer a potential solution to VR sickness more generally, rather than

to a single environment [119, 163]. One such study by Smither et al. [163] showed

that when participants were pre-exposed to simulated rotary stimulation they ex-

perienced less symptoms of VR sickness than individuals who had no prior ex-

posure [163]. Similarly, an experiment by Mouloua et al. [119] demonstrated

cross-platform training was possible, but that it was only successful when using

optokinetic nystagmus (OKN) training, and not a VR HMD [119]. Another study

by PÃ¶hlmann and colleagues (2021) found that individuals that spend extensive

amounts of time playing action video games (not on HMDs) experienced less VR

sickness when exposed to a simple virtual environment compared to individu-

als that do not play any video games [141]. All of these experiments were exam-
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ining transfer in a way that used a non-VR device as their training mechanism.

It is possible that these experiments were training against motion sickness more

broadly, rather than adaptation to VR specifically. While this may be another effec-

tive methodology for sickness mitigation, it stands to reason that this would not be

readily available for the average user. Here, we seek to facilitate adaptation solely

through the use of a VR HMD.

Specifically, we explicitly aim to facilitate adaptation between distinct VR envi-

ronments. This means that experiencing one environment will lead to a reduction

in VR sickness in a dissimilar environment. Additionally, we hypothesize that this

adaptation can occur without exposing participants to the full optic flow and lumi-

nance contrast normally experienced in the VR environment. In other words, train-

ing can be tailored to act as a "ramp up" period for the participants. Studies which

center on training against motion sickness have suggested that adaptation should

be facilitated through a gradual increase of the provocative stimulus [172, 155].

Similarly, if we want to train participants against VR sickness, best practice may

be to increase intensity over time such that adaptation has time to take place while

avoiding extreme illness.

5.3 Materials and Methods

Our study aims to answer two research questions:

• RQ 1. Does ramped exposure to increased optic flow strength in an abstract

environment allow gradual adaptation?

• RQ 2. Does the adaptation transfer from abstract to more complex environ-
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ments?

5.3.1 Equipment

We used an HTC Vive Pro Eye HMD to present stimuli, and track position and ori-

entation. It has a diagonal FOV of 110 degrees, a refresh rate of 90Hz, and a com-

bined resolution of 2880x1600 pixels. It allows the user to adjust the interpupillary

distance (IPD) and focal distance of the HMD to their comfort. The HMD was

powered by an AMD Ryzen 7 1700x Eight-Core processor with NVIDIA GeForce

GTX 1080ti graphics card and 16GB of memory.

An Empatica E4 wristband was used to read Electrodermal Activity (EDA)

from participants. We use the Empatica’s lead wire extension to collect data using

Ag/AgCl electrodes attached to the palmar surface. Participants navigated the en-

vironment and provided discomfort score input using an XBox 360 controller. This

controller is preferred over the Vive touchpad given its familiarity to new users.

The tracking space was set to 2.2 by 2.4 meters.

Our system included stimulus presentation and data acquisition components.

Stimulus presentation was accomplished through a custom application developed

in Unity3D engine version 2019.4.28, using SteamVR version 1.7 plugin. For data

acquisition, we used lab streaming layer (LSL) along with LSL LabRecorder ver-

sion v1.14.2. LSL allows unified and time-synchronized collection of various data

streams in an experiment. The Empatica E4 streaming server was used along with

a custom built application that used PyLSL version 1.15.0 to stream the EDA data

from the wristband to LSL LabRecorder. EDA data was collected at a sampling

rate of 4 Hz.
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5.3.2 Virtual Environment

To address our two research questions, we developed two separate virtual environ-

ments: an adaptation training environment and a test environment. The training

environment was an abstract environment developed to help us answer RQ1, and

the test environment was a natural and complex virtual environment developed

to help us answer RQ2.

The training environment was a custom-built labyrinth. The labyrinth consists

of a series of repeating hallways with alternating black and white stripes on the

walls, and arrows on the floor to help guide participants to the waypoints. This en-

vironment was built to have fewer features than the city environment. Unlike the

test environment, the training environment did not change in elevation, all paths

were straight, sharp, turns, and not winding, and the appearance stayed relatively

constant throughout. Our hope with this environment was to reduce feature rich-

ness, as previous research has suggested that virtual environments with greater

graphic realism [73, 46] and scene complexity [167, 97] can lead to higher levels of

sickness than simple or abstract scenes. Thus, we created an abstract environment

that allowed us to maintain and control optic flow strength through manipulation

of luminance contrast. Luminance contrast is the ratio between the maximum and

minimum luminance values in the environment, and it is calculated using the fol-

lowing formula [158, 135, 77]:

C =
(Imax − Imin)
(Imax + Imin)

(5.1)

with Imax and Imin representing the highest and lowest luminance. In our train-
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ing environment, luminance contrast was set to a value of 0.50 during the first day,

0.75 the second, and 1.0 (full contrast) on the final day. Increasing luminance con-

trast leads to increased optic flow strength and vection [77], and thus serves as a

method to gradually increase stimulus intensity over successive training days.

The test environment was adapted from the Windridge City [180] environ-

ment. This environment was chosen due to its rich features; it consists of a city

surrounded by lush forests, flower fields, and winding dirt roads. This test envi-

ronment replicates what users may experience in normal VR use, particularly for

entertainment. The environment has compelling imagery, changes in elevation,

and provides plenty of interesting features for participants to examine as they nav-

igate it. For these reasons, the test environment also works as a direct comparison

for real-world applications. Both environments contained a set of waypoints as

their main means of navigating the environments for 20 minutes.

In summary, the training and testing environments were very dissimilar. This

ensures that any reduction in sickness on the final test day is not simply due to

repeated exposure to the same environment. Instead, we examine whether adap-

tation acquired in the training environment is maintained and transfers to the test

environment on the final day. Figure 5.1 shows the baseline and final testing envi-

ronment used on days 1 and 5 on the left and right, and the training environment

with increasing contrast luminance levels used on days 2 through 4 in the center.

5.3.3 Measurements

Measuring VR sickness has proven challenging and best practices are still being

debated. Most commonly, researchers have relied on the Simulator Sickness Ques-
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Figure 5.1: Participants were exposed to 2 virtual environments over the course of 5 days.
On days 1 and 5, participants navigated a naturalistic environment, which served as the
baseline and test for adaptation. On days 2 through 4, participants navigated an op-
tokinetic labyrinth with an increase in the luminance contrast on each day. Participants
used blue particle cloud waypoints and arrow textures to help guide their navigation.

tionnaire [90] but updated versions such as the VR Sickness Questionnaire [96]

have recently gained some traction. The SSQ measures multiple symptoms us-

ing a long questionnaire and is usually collected post exposure. More recently,

researchers have developed more simple alternative questionnaires that can be

collected during the experiment. The Discomfort Score [61, 8] is a widely used

method which asks subjects to rate how sick they are feeling at that moment on a

scale of 0 to 10 during the VR experience, with 0 indicating how they felt when the

experience started, and 10 indicating that they need to stop usage immediately.

This metric has an obvious advantage over the previously mentioned question-

naires; the Discomfort Score allows us to see sickness as it evolves in users over

time.

Subjective measurements of VR sickness such as the SSQ and Discomfort scores

have some limitations because they rely on the user’s subjective judgment which

could vary between individuals. In an effort to establish more objective measures

of tracking VR sickness, researchers have looked to collect physiological data such

as postural sway [78], electrodermal activity (EDA) [113], body temperature [69],

and heart rate [195]. Eye blink data has also been suggested as a potential source

of valuable sickness information [35]. In this study, to measure the incidence of VR

sickness and discomfort we use both subjective and objective methods.
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Subjective Sickness Scores

Discomfort scores The discomfort scores were collected through the VE by prompt-

ing the user to select a score every minute. The discomfort score allows a sampling

of VR sickness scores during the trial. Discomfort scores were averaged for each

participant per session to obtain an average discomfort score (ADS), and an end-

ing discomfort score (EDS) was calculated by using the last discomfort score for

each participant per session, similar to Fernandes et al. [61]. This value is 10 if the

participant terminated early due to severe discomfort.

SSQ scores Baseline SSQ data was collected before each session and post-immersion

SSQ data was collected after each session. Data collected from the SSQ question-

naires are used to calculate four associated scores, namely: Total Severity, Oculo-

motor, Nausea, and Disorientation scores. These scores were calculated as per the

conversion formulas by Kennedy et al. [90]. We then subtract the baseline SSQ sub-

scores from the post-immersion SSQ subscores to get our relative SSQ subscores.

Objective Sickness Scores

A recent review of the causes and measurements of VR sickness by Chang et al.

[34] found that electrodermal activity (EDA) is one of the widely used objective

measures of VR sickness. As a result, in this study we chose to use EDA as an objec-

tive measurement of VR sickness. EDA was recorded from the medial-phalanges

of the index and middle finger of the non-dominant hand’s palmar sites. That is,

we placed the sensors on the upper-middle portion of the index and middle finger

(see Figure 5.2). Baseline EDA data was recorded for 2 minutes before immersion
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in VR, and for the full period of each experiment session. There are two main

components in EDA signals: the general tonic-level component measured as Skin

Conductance Level (SCL) which is thought to reflect general changes in autonomic

arousal, and the phasic-level component measures as Skin Conductance Response

(SCR) which refers to the fast changing elements of the signal.

Figure 5.2: Placement of the Empatica E4 wristband and the EDA electrodes.

To decompose the EDA signal into the phasic and tonic components we applied

a high pass filter with a cut-off frequency of 0.05 Hz, and we compute the SCL of

the tonic component and Amplitude Root Mean Square (RMS) from the phasic

component as these metrics have been shown to be promising VR sickness indi-

cators in previous studies [68, 47]. Similar to previous studies [68, 47] we divide

the recorded data into blocks of 1 minute each, and for the purpose of statistical

analysis the tonic SCL and the RMS amplitude are averaged for these blocks. To

remove individual variability, our tonic SCL scores are standardized by dividing

all exposure values by the baseline score [47, 29], and our EDA signal was stan-

dardized using Z-score standardization prior to extracting the phasic component

[29].
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Optic Flow

To understand the amount of optic flow experienced by participants during each

day of the experiment, we measured the magnitude of optic flow during each

session. To measure optic flow we recorded video streams of participants navi-

gating the virtual environment during each condition. Similar to previous stud-

ies, the video streams were recorded from the left stereoscopic camera [85]. The

streams were recorded at a rate of 30 frames per second and at the full resolution

of 2220x1450. The video frames were preprocessed by re-scaling them to 392 x

256 resolution, as calculating dense optic flow with the full resolution would be

computationally expensive. We use the dense optic flow calculation algorithm de-

veloped by Farneback [56] to calculate the magnitude and direction of optic flow

in each frame. Optic flow for each frame is expressed as a 2D vector field where

each vector represents displacement of image points between successive frames.

We then average the magnitude of optical flow, measured as pixels per frame, over

all pixels of each frame to get the average magnitude of optic flow per frame. The

data for all frames of each session video is then averaged to get the average mag-

nitude of optic flow exposure for that session. For convenience, we refer to this

average magnitude below as optic flow strength.

5.3.4 Procedure

When participants arrived for the first day of testing, they were provided informa-

tion explaining the procedures of the experiment, the risks involved, and the types

and handling procedures of the data collected in the experiment. Following this,

participants were asked to fill out a pre-study demographic questionnaire. The
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participants were shown a 2 minute video explaining the virtual environments

and the experiment task, and were given an overview of the controller used in the

study and how to use it.

Participants started by filling in a baseline SSQ. They were then assisted with

putting the physiological sensor wristband on their non-dominant hand. Follow-

ing this, two minutes of resting baseline EDA data outside the VR environment

was collected from the participants. Participants were asked to sit and avoid move-

ment of the hand wearing the wristband during baseline data collection. Following

this, participants were assisted with putting on the VR headset. We made sure the

HMD and wristband were well-fitted, but comfortable.

Participants were asked to navigate the Windridge City environment by fol-

lowing a set of waypoints to the end of the environment. On days 2 through 4,

participants navigated an optokinetic labyrinth at increasing luminance contrast

values: 0.5 on day 2, 0.75 on day 3, full contrast on day 4. On the final day of test-

ing, participants navigated the Windridge city environment as they had on the first

day. During the experiment, participants were also asked to provide a discomfort

score (see section 5.3.3) [61] at one minute intervals. Participants completed the

navigation tasks while standing. They controlled their forward and lateral move-

ments with the XBox 360 controller and steered with their head. To prevent transfer

of symptoms between sessions, a minimum of 12 hours (maximum 48 hours) and

a full night’s rest were required between sessions. Each experiment session took

around 30 minutes, with 20 minutes of VR exposure.

After each session, participants were asked to fill out a Simulator Sickness

Questionnaire (SSQ, [90]) in order to assess their level of post-exposure sickness.

The room was kept at 20 degrees Celsius to prevent interference with SSQ data
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(i.e. sweating due to temperature, rather than sickness) and ensure participants all

experience the same air temperature [16].

5.3.5 Participants

Potential participants were recruited by online flyers from the local campus com-

munity. Participants who expressed interest in the study were given a question-

naire to determine their eligibility. The questionnaire (Supplementary Materials,

Figure 1) was adapted from Golding [72] and Kinsella [98]. As we are interested

in users who experience VR sickness symptoms, participants were excluded from

participating if they satisfied any of the following conditions: are frequent users of

VR, never experience VR sickness or motion sickness, suffer from inner ear prob-

lems or vertigo. Initially, 49 people showed interest in the study, out of whom 12

were excluded because they had frequent experience with VR, 2 were excluded

because they have inner ear problems or vertigo, 13 chose not to participate in the

study after getting contacted for participation. 22 participants were recruited for

the experiment (11 male, 11 female, mean age: 23.45, SD: 3.9).

Out of the 22 participants who participated in the study, two participants, both

female, were unable to complete the study reporting that they were too sick to con-

tinue after day 2. One additional female participant experienced data loss during

a session due to equipment failure. The analyses included were conducted on the

remaining 19 participants (11 male, 8 female. mean age: 22.8, SD: 3.6). The number

of participants was chosen based on similar previous studies [8, 14, 62].



87

5.4 Results

To align our results with our research questions, we report the results in two parts:

the first subsection reports results for the test sessions (days 1 and 5) and the sec-

ond subsection reports the results for the training sessions (days 2, 3, and 4). The

results for the test sessions aim to address RQ2 - whether the adaptation train-

ing was transferred from the abstract training environment to the complex testing

environment.

For all statistical tests, we use Shapiro-Wilk tests to test the normality of our

data, and we used the box plot method to identify outliers outside the Q1 - 1.5 x

IQR to Q3 + 1.5 x IQR range. Q1 and Q3 are the first and third quartile, respectively.

IQR is the interquartile range (IQR = Q3 - Q1). There were outliers in some of our

results due to participants showing high levels of discomfort, especially during

the early days. We retained these outliers because they are a natural part of the

data, rather than errors. A significance level of 0.05 was set for all analysis. All our

statistical tests were performed in R version 4.1.0 using the rstatix package, and

results were verified on SPSS.

5.4.1 Testing Sessions

In this section we report the results for day 1 (pre training) and day 5 (post train-

ing). We report summary results of the discomfort scores and the SSQ subscales

in table 5.1 and we discuss the results and our statistical tests in more detail in the

following subsections.
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Day 1 Day 5
Discomfort Score
Average 3.08 (2.2) 1.71 (1.5)
Ending 3.84 (3.3) 2.32 (2.2)
SSQ Subscores
Nausea 40.67 (35.7) 12.05 (24.4)
Oculomotor Discomfort 26.33 (17.2) 13.96 (21.9)
Disorientation 51.28 (38.3) 32.24 (39.1)
Total Severity 42.72 (30.8) 20.28 (27.4)
Optic flow
Mean Magnitude 1.31 (.4) 1.35 (.3)
Electrodermal Data
Ampl. RMS Baseline 0.43 (.3) .44 (.4)
Ampl. RMS End .51 (.3) .33 (.3)
Tonic SCL End 5.00 (5.4) 3.66 (3.5)

Table 5.1: Summary results of discomfort scores, simulator sickness questionnaire, optic
flow, and electrodermal data for the testing days in terms of mean (standard deviation).

Discomfort Scores

Figure 5.3: The average discomfort score (ADS) and ending discomfort score (EDS) of
participants on days 1 (before training) and 5 (after training). Figure shows mean and
standard error.

Figure 5.3 shows the mean ADS and EDS scores of the testing days 1 and 5.

A Shapiro-Wilk test found that our data were normally distributed. Our outlier
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test showed that we had one outlier, but no extreme outliers. We retained the

identified outlier in each score, as we considered that they were a natural part of

the data, rather than errors.

Using a paired t-test we found significant differences in discomfort measures

between days 1 and 5 with respect to both ADS (t(18) = 3.297, p = 0.004, d = 0.756)

and EDS (t(18) = 2.635, p = 0.017, d = 0.605).

SSQ Sub-scores

Figure 5.4: The SSQ subscores of participants in days 1 (before training) and 5 (after
training). Figure shows mean and standard error.

Figure 5.4 shows the average SSQ subscores for the testing days. A Shapiro-

Wilk test found that our data were not normally distributed. Our outlier test

showed that we had some outliers. We retained the identified outliers in each

sub-score, as these scores were from users who felt severe discomfort during the

experiment and were not extreme outliers. Since our data violates the assumptions
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of the paired t-test, we used a Wilcoxon signed-rank test - the non-parametric al-

ternative to the paired t-test.

A Wilcoxon signed-rank test showed that there was statistically significant change

in nausea score (Z = 16, p = 0.001) and the total severity score (Z = 14, p = 0.031),

but there was no statistically significant change in the disorientation score (Z =

12, p = 0.143) or the oculomotor discomfort score (Z = 13, p = 0.096) between days

1 and 5.

EDA Data

Figure 5.5: Standardized tonic skin conductance level data averaged for each epoch
(minute) during the experiment days. B - baseline SCL.

A wilcoxon signed rank test showed that, on day 1, the phasic amplitude RMS

values did not differ significantly when compared to the baseline values (Z =

115, p = 0.322). On day 5, there was no significant increase in phasic amplitude

RMS values during the session (Z = 174, p = 0.0.322). Comparing between days,
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while there were no significant differences at the baseline between days 1 and 5

(Z = 146, p = 0.973), the phasic amplitude RMS was significantly lower on day

5 compared to day 1 (Z = 215, p = 0.015) indicating a decrease of VR sickness

symptoms in day 5, after completing the training sessions.

Figure 5.5 shows how the average tonic SCL values changed over time during

each session. Although the SCL plot shows a decrease on the tonic SCL level be-

tween days 1 and 5, a Wilcoxon signed-rank test showed that the difference was

not significant (Z = 18, p = 0.648).

Optic Flow Magnitude

A Shapiro-Wilk test found that our optic flow magnitude data for the testing days

were not normally distributed, therefore we used the Wilcoxon-signed ranks test

to analyze the data.

Our analysis of optic flow magnitude data with the Wilcoxon-signed rank test

for the testing days (days 1 and 5) found that participants did not experience a

significantly different magnitude of optic flow (Z = 0.648, p = 0.517) during the

test days.

5.4.2 Training Sessions

In this section we report our results for the training days (days 2,3 and 4). We

report summary results of the discomfort scores and the SSQ subscales in table 5.2

and we discuss the results and our statistical tests in more detail in the following

subsections.
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Day 2 Day 3 Day 4
Discomfort Score
Average 2.27 (2.1) 1.6 (1.5) 1.66 (1.4)
Ending 2.63 (2.4) 2.4 (2.6) 2.32 (2.2)
SSQ Subscores
Nausea 20.59 (21.9) 19.58 (26.9) 12.55 (18.2)
Oculomotor Discomfort 23.94 (25.2) 13.96 (21.6) 17.16 (20.8)
Disorientation 37.36 (36.6) 33.70 (40.5) 33.70 (34.8)
Total Severity 29.92 (28.6) 23.62 (29.4) 22.44 (24.6)
Optic flow
Mean Magnitude 4.83 (.7) 7.79 (1.2) 11.57 (1.1)
Electrodermal Data
Ampl. RMS Baseline .44 (.3) .37 (.4) .34 (.3)
Ampl. RMS End .5 (.4) .38 (.4) .44 (.3)
Tonic SCL End 3.65 (3.1) 4.06 (4.2) 4.01 (2.9)

Table 5.2: Summary results of discomfort scores, simulator sickness questionnaire, optic
flow, and electrodermal data for the training days in terms of mean (standard deviation).

Discomfort Scores

Figure 5.6: The average discomfort score (ADS) and ending discomfort score (EDS) of
participants in days 2, 3 and 4 of adaptation training. Figure shows mean and standard
error.

Figure 5.6 shows the mean ADS and EDS scores of the training days 2, 3 and

4. A Shapiro-Wilk test found that our data were normally distributed. We did not

have extreme outliers in our data.
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A one way repeated measures ANOVA showed that there were significant dif-

ferences in discomfort measures between the training days with respect to ADS

(F = 4.086, p = 0.042) but not with respect to EDS (F = 0.503, p = 0.609). Post

hoc analysis with paired t-tests was conducted and Bonferroni adjustment applied.

The post hoc tests revealed that ADS was statistically significantly decreased from

day 2 to day 3 (t(18) = 3.38, p = 0.010), but not from days 3 to 4 (t(18) = −0.31, p =

1.000). EDS did not show any statistically significant decreases between day 2 and

day 3 (t(18) = 0.96, p = 1.000) or from day 3 to day 4 (t(18) = 0.15, p = 1.000).

SSQ Sub-Scores

Figure 5.7: The SSQ subscores of participants in days 2 through 4 of the training session.
Figure shows mean and standard error.

Figure 5.7 shows the average SSQ subscores for the training days. A Shapiro-

Wilk test found that our data were not normally distributed. Our outlier test also

showed that we had some outliers from users who felt extreme discomfort during

the experiment. Since our data violates the assumptions of the one way repeated
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measures ANOVA, we used the Friedman test - the non-parametric alternative to

the one way repeated measures ANOVA.

The Friedman test showed that there was a statistically significant difference in

the oculomotor discomfort score among the training days, (χ2(2) = 8.38, p = 0.015).

The test showed that there was no significant difference in the nausea score (χ2(2) =

2.76, p = 0.251), disorientation score (χ2(2) = 2.52, p = 0.284) and the total severity

score (χ2(2) = 3.65, p = 0.161). Post-hoc analysis with Wilcoxon signed-rank tests

was conducted with a Bonferroni correction applied, and showed that there was

no significant difference in scores between the training days.

EDA Data

Wilcoxon signed rank tests showed that the phasic amplitude RMS values did not

increase significantly at the end of the session for days 2 (Z = 147.p = 0.945), 3 (Z =

145.5.p = 0.986) and 4 (Z = 109.p = 0.231) when compared to the baseline values.

Comparing between days 2, 3, and 4, a Friedman test showed that there were no

significant differences for the baseline (χ2(2) = 2.471, p = 0.291) or the session end

(χ2(2) = 0.471, p = 0.790) values of the phasic amplitude RMS. A Friedman test

showed that the tonic SCL data also does not show significant difference between

days 2, 3 and 4 (χ2(2) = 1.529, p = 0.465).

Optic flow Magnitude

Figure 5.8 shows the average optic flow magnitude for the training days, and figure

5.9 shows a visualization of the optic flow a typical user experienced during the

training days. A Shapiro-Wilk test found that our data for both the training days
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Figure 5.8: The average optic flow magnitude by day for the training days. The horizon-
tal dotted line shows the average optic flow magnitude of the two testing days (days 1
and 5) for comparison. The figure shows mean and standard deviation.

were not normally distributed, therefore we used the Friedman test to analyze the

results for the training days.

The Friedman test showed that there was a substantially significant difference

in optic flow magnitude between the training days (χ2(2) = 38, p < 0.05). Post

hoc analysis with Wilcoxon signed-rank tests was conducted with a Bonferroni

correction applied, and showed that there was significant difference in optic flow

magnitude between days 2 and 3 (Z = 0, p < 0.05), between days 3 and 4 (Z = 0, p <

0.05) and between days 2 and 4 (Z = 0, p < 0.05).
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Figure 5.9: Frames captured in days 2,3 and 4 of training days along with their corre-
sponding optic flow visualization. The frames show the view a typical participant saw
traveling through the same spot at the same speed in the three separate days of the ex-
periment, along with their optic flow visualizations.

5.5 Discussion

This study had two aims, to investigate VR sickness adaptation methods that al-

low gradual exposure to increasing optic flow and the transferability of adaptation

from one environment to another. To avoid floor effects, we explicitly recruited in-

dividuals that reported susceptibility to VR sickness and limited VR use. Subjects

were tested over five days, consisting of a baseline on day 1, three consecutive

training days, and a final test session on day 5. The test environment consisted
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of a cityscape, while the training environment was a less realistic labyrinth with

black and white striped walls. Contrast and thus optic flow strength was grad-

ually increased over consecutive training days. Results indicate that, despite the

increase in optic flow strength, subjective sickness reports and objective physio-

logical measures did not increase, but instead tended to remain constant or even

decrease over consecutive training days, though this decrease was generally not

significant. Comparison between measures obtained on days 1 and 5, on the other

hand, tended to show significant decreases in sickness. These results suggest that

exposure to ramped optic flow strength supports gradual adaptation of VR sick-

ness and its symptoms. Additionally, adaptation that is developed in more abstract

and impoverished environments can transfer to richer and more naturalistic envi-

ronments. These results suggest that carefully controlled adaptation procedures

can be a successful mitigation strategy for VR sickness.

5.5.1 RQ1: Ramped Optic Flow Exposure

One of the primary aims of this study was to investigate whether exposure to

ramped optic flow strength in an abstract environment allows for gradual adap-

tation to VR sickness. Prior studies have shown that reducing overall optic flow

strength, for example, by restricting the FOV to eliminate faster motion at the pe-

riphery [61] can lead to reduced sickness. In addition, reducing contrast has re-

cently been shown to reduce vection magnitude and duration, and to increase vec-

tion onset latency [77]. However, to our knowledge, no prior studies have explic-

itly demonstrated that scene contrast directly impacts VR sickness. It is reasonable

to hypothesize that decreased contrast, and thus decreased optic flow strength,

should lead to decreased severity of sickness. For this reason, we chose to begin
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training on day 2 with a reduced contrast version of the training environment.

The drop in reported sickness between days 1 and 2 suggests that the low-contrast

labyrinth was indeed less provocative than the full-contrast test environment, and

thus a well-chosen training stimulus. We believe this reduction is due in part to

the impoverished nature of the training environment [167, 152, 46] and the reduced

contrast, but it may also be a manifestation of the typical day-1-to-day-2 learning

rate reported previously [122]. Regardless, contrast manipulation provided a con-

venient method to parametrically increase optic flow strength (Fig. 5.8), vection

[77], and thus (presumably) the provocative nature of the VR experience, over suc-

cessive training days. Despite this increase, we did not observe an increase in

reported sickness. To the contrary, reported sickness either remained constant or

decreased over successive training days. These results suggest that manipulating

optic flow via contrast manipulation may be a straightforward way to maintain

sickness at manageable levels while still allowing training.

5.5.2 RQ2: Adaptation Transfer

Another primary aim of this study was to investigate whether adaptation to VR

sickness that was developed in a more abstract environment can transfer to a richer

and more complex environment. Prior research has demonstrated that VR sickness

is more pronounced with increasing graphic realism [73, 46] and scene complexity

[167, 97]. This was our motivation for training using an impoverished environ-

ment, as a way to limit sickness during training. But for such a method to be

effective, the results of any adaptation must be shown to transfer from more im-

poverished to richer environments. To our knowledge, no other study has demon-

strated the transfer of adaptation between VR environments using VR as its train-



99

ing mechanism. We take the reduction in sickness observed on Day 5 relative to

Day 1 in our experiment to be evidence that adaptation developed in the labyrinth

environment effectively transferred to the richer test environment. An alternative

explanation for the reduced sickness on day 5 relative to day 1 is that this is simply

a manifestation of the reduction in sickness due to prior exposure to the test envi-

ronment on day 1. We believe this is unlikely because the sickness scores on day 4

with the training stimulus (ADS, EDS, and SSQ) are generally very similar to the

sickness scores observed on day 5 with the test stimulus. This similarity is consis-

tent with the idea of adaptation transfer and seems unlikely to occur by chance.

Not all subscores from the SSQ indicated decreased sickness, specifically, the ocu-

lomotor and disorientation scores were not significantly different between Day 1

and Day 5. This would indicate that the change in total severity score is driven

mostly by a change in nausea. It is worth noting that research also suggests that an

increased sense of presence can lead to a decrease in VR sickness [190]. While we

did not collect information on subjects’ feelings of presence, we take the drop in

sickness between days 1 and 2 to demonstrate that regardless of presence, subjects

did experience greater sickness in the original, complex, environment.

5.6 Limitations and Future Works

The conclusions of the study would be strengthened by collection of additional

data to control for both ramping optic flow as well as the transfer of adaptation

between abstract and rich natural environments. For example, the drop in sick-

ness and EDA observed between days 1 and 5 could be compared against the

drop in sickness observed in a comparison group exposed to the test stimulus on

consecutive days without being exposed to the training environment. Similarly,
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the levels of sickness observed on training days 2 through 4 could be compared

against sickness observed in a comparison group for which contrast and optic

flow were held constant over the three days. These avenues were not explored

for two reasons; First, these measurements were not possible because they would

have required tripling the number of subjects enrolled in our study. Due to our re-

strictive inclusion criteria (see methods) and COVID-19 concerns it was already a

challenge to recruit the current pool of subjects. Second, these methodologies were

already largely exploratory, with previous literature already investigating much of

the aforementioned control results. As mentioned in the related works section, it is

well-known that consistent exposure to the same VR environment results in adap-

tation [146, 39, 80, 18, 48, 21], but these effects have also been known to dissipate

in as little the same day [102]. This makes it unlikely that the results from day 5

are solely due to exposure to the city environment on the first day. Similarly, in-

vestigations into adaptation transfer have been largely unsuccessful or conflicting,

so it is noteworthy that scores between days 4 and 5 were so similar. We suggest

that this methodology was successful because it borrows concepts from motion

sickness training such as gradually increasing exposure [172, 155] to a root cause

of VR sickness (i.e. optic flow or the associated vection).

From our results, we concluded that subjects experienced lower levels of sick-

ness over time, and these effects persisted between environments. The mecha-

nisms behind this change, whether they be through the actions of the subjects

or via some neurological mechanism, are unfortunately beyond the scope of this

study. However, future works exploring changes in behavior in subjects in VR

over time would be a worthy follow-up to this study.

Subjective feelings of vection were not directly measured during this experi-
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ment. However, previous research has shown increasing luminance contrast in-

creases feelings of vection [158, 135, 77], and so it is logical to assume the same

effect was experienced in our experiment. Independent of this matter, further re-

search has shown that increases in optic flow lead to greater feelings of VR sickness

[46]. Therefore, regardless of vection, we can assume that the increase in luminance

contrast and optic flow did lead to greater stimulus intensity as intended.

Regarding physiological data, we used the Empatica E4 watch, which is limited

to a sampling rate of 4 Hz for EDA data. It is important to note that EDA signals

are particularly sensitive to motion artifacts. Because our subjects were using their

hands in order to manipulate the controller for locomotion, these artifacts were

likely present in our data.
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Chapter 6

Conclusion

The current thesis examines three research questions 1) how sex differences influ-

ence susceptibility to VR sickness and the effectiveness current of VR sickness mit-

igation strategies; 2) how eye-gaze-based adaptive VR sickness mitigation strate-

gies can be developed that adapt to the individual user’s behaviour; and 3) how

systems that facilitate perceptual adaptation to VR sickness can be developed thereby

reducing the need to consistently modify the virtual environment.

In chapter 2, we studied the impact of dynamic FOV restriction - a widely used

VR sickness mitigation strategy - on sex differences in spatial learning and VR

sickness. We found that there is a sex difference in spatial learning. Neverthe-

less, our results suggest that FOV restriction is an effective solution to mitigate VR

sickness in both sexes, and it does not impede spatial learning above and beyond

pre-existing sex differences in spatial learning ability. We consider these outcomes

to be valuable to VR interaction designers who aim to make their virtual experi-

ences inclusive for women.

In chapter 3, we introduced a new type of FOV restrictor - foveated FOV restric-

tor - which differs from current implementations in that the restrictor is rendered

around the user’s eye gaze location. This implementation assures optimal block-

ing of peripheral optical flow, users cannot look at the restrictor itself and it allows

users to see more of the VE during locomotion. We analyzed the effectiveness of

the foveated FOV restrictor on VR sickness, gaze behavior and noticeability by

comparing it to a head-fixed FOV restrictor. The results showed no significant dif-
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ference in VR sickness or noticeability incidence between FOV restrictors, but we

did find that participants had a wider gaze dispersion indicating wider visual scan

area when using the foveated restrictor.

In chapter 4, we introduced a new tool - GazeMetrics - to measure the accu-

racy and precision of VR-based eye trackers. Accuracy and precision are two vital

components of eye tracker data quality that have implications for eye-gaze-based

interaction, data collection, data analysis, and validity of results [81, 82]. As such,

it is best practice to report correct metrics rather than relying on manufacturer data

sheets and have these measures outlined within the methods of a study to ensure

reproducible results. GazeMetrics is free, open-source software made to address

these issues. It has a user interface that is customizable without having to alter the

source code, making it accessible for users with all levels of coding experience. As

eye tracking is being increasingly utilized in VR systems, addressing the issue of

standard accuracy and precision reporting becomes increasingly important, and

GazeMetrics promises to address that issue.

Finally, in chapter 5, we introduced a new paradigm for VR sickness mitigation

- adaptation through training. We used an abstract environment and reduced stim-

ulus contrast to limit sickness during training. We showed that sickness remained

constant or decreased on consecutive training days, even though contrast and op-

tic flow strength were increasing. We also showed that adaptation developed in

an abstract training environment transferred to a richer test environment. These

results demonstrate that adaptation to VR sickness via careful and gradual expo-

sure to successively more provocative VR stimuli shows promise as a VR sickness

mitigation strategy.

In summary, in this dissertation, we drew on knowledge originating in human-
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computer interaction, cognitive neuroscience, and computer graphics to develop

new techniques for the mitigation of VR sickness with the goal of making VR more

accessible for people who suffer from VR sickness. We also address the biased ef-

fects of VR sickness on specific populations, such as women, that currently face

inequitable barriers to engage with immersive technologies because of these . In-

creased access to VR can improve the well being of these populations by opening

the door to a variety of VR applications including in healthcare [86, 164, 156], clin-

ical skills training [124], and STEM education [194, 101] to name a few.

6.1 Future Directions

In the future, I aim to design, develop and evaluate accessible VR systems that

take into consideration the multitude of human factors involved in inducing or

exacerbating VR sickness. This can best be achieved by rethinking the design of

VR systems to make them personalized through dynamic adaptation of the virtual

environment. To realize this, motivated by user-adaptive systems, I aim to explore

the theoretical and empirical foundation for an adaptive VR sickness mitigation

framework. The framework would be designed to learn the characteristics of the

user interacting with a VR system and change features of the environment to pro-

vide the user with a dynamically personalized and targeted experience, with the

aim of reducing sickness and discomfort. To realize this, I would focus my work

on the following three key research objectives:
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6.1.1 Developing objective measures of VR sickness

Measuring and quantifying VR sickness and discomfort is especially challeng-

ing in the context of real-time adaptive systems since sickness and discomfort in

VR are typically measured by collecting self-reported data from the user post-

exposure through various questionnaires. Due to their subjective nature, such

self-assessments have various drawbacks, including being unreliable and non real-

time. Alternative measurement techniques for VR sickness rely on the physiolog-

ical symptoms that accompany VR sickness. Various physiological measures that

aim to measure these symptoms have been explored as potential indicators of VR

sickness [34]. In the future, I aim to develop computational models that combine

physiological sensor data, subjective self-reports and historical data about a user to

build an objective measure of VR sickness. These computational models can then

be used to measure the onset and severity of VR sickness symptoms in real-time.

6.1.2 Identifying optimal and adaptable features of VR systems

Various features of VR systems have been shown to affect VR sickness in previ-

ous research, including latency, hardware field of view (FOV), visual fidelity, and

virtual travel velocity [34]. Naturally, adjusting these features have been shown

to reduce VR sickness. However, not all those features can be manipulated in real

time to reduce the severity of VR sickness. For example, manipulating the hard-

ware FOV or the latency of a VR system in real time is challenging. Instead the

FOV of the content could be manipulated to reduce VR sickness. In my our pre-

vious research [6, 11], my colleagues and I have investigated the effectiveness of

dynamic and gaze-contingent field-of-view (FOV) restriction to reduce VR sick-
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ness. In the future,k I aim to expand my recent research to empirically identify the

most optimal features of VR systems that can be modified in real time to mitigate

VR sickness.

6.1.3 Exploring adaptive prediction models

Given a quantitative measurement of a user’s VR sickness symptoms at a particu-

lar point in time, the ultimate goal of an adaptive VR sickness mitigation system

is to manipulate the virtual environment to reduce the symptoms. Towards this

goal, I aim to explore predictive approaches for exploiting the adaptable features

of the environment. These predictive approaches need be lightweight so that they

don’t rely on heavy offline analysis. Concretely, the predictive approaches will be

based on optimal decision theory to minimize real-time changes to the environ-

ment while maximizing efficiency (i.e., minimizing VR sickness).
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